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The study used a historical dataset of the classified 

movies. The dataset was split using the 80-20 rule. To 
further perform the experiment needed in the study, the 
following formula was used to derive the total number of 
instances for training and testing set. 

 

 (1) 

 (2) 
 
Where Xi refers to the total number of available instances 

for ith class label; Yi refers to the total number of instances 
for the Training Set which can be computed by getting the 
absolute value of 80% (0.80) from the total number of 
instances available for the ith class (Xi); and Zi refers to the 
total number of instances for the Training set which can be 
computed by getting the absolute value of total number of 
instances available for the ith class minus the total number of 
training set instances for the ith class (Yi).  The analysis of 
data was done using MS Excel [26] and the Waikato 
Environment for Knowledge Analysis (WEKA) [7]. These 
tools were used for statistical analysis and model/classifier 
evaluation. It helped the researchers explore the data 
available and transform nominal or categorical data into 
numerically encoded data so that a model can be easily built 
from the available data. To further experiment, the following 
formulas were used to evaluate the Accuracy Rate (% 
Accuracy), Error Rate (% Inaccuracy), TP Rate, FP Rate, 
Precision, and Recall. 

%Accuracy, which refers to the prediction accuracy of 
the model which can be computed as the total number of all 
correct classification and prediction, divided by the size of 
the Testing Class. The best % Accuracy Rate is 100%; 

 
  (3) 

 
% Error , which refers to the probability of error of the 

model or classifier, can be calculated as the total number of 
incorrect classification divided by the total number of 
records or instances from the testing class. A value of 0% 
describes the best % Error Rate. 

 
  (4) 
 

To further perform a deep dive analysis on the results, TP 
Rate (True Positive Rate) or Recall can be calculated as 
the number of correct positive classification divided by the 
total number of positives (True Positives & False Negatives 
combined). It is also called as Sensitivity whereas the best 
value is 1.0;  
 
  (5) 

 
FP Rate or False Positive Rate can be computed as the 

total number of incorrect positive classification divided by 

the total number of negatives or the sum of True Negatives 
(TN )and False Positive (FN). It is often referred to as 
Specificity to which a value of 0.0 means best FP Rate. 

 
  (6) 
 

Precision or Positive Predictive Value (PPV) can be 
calculated as the total number of correct positive 
classifications or predictions divided by total number of 
positive predictions (True Positives and False Positives 
combined) whereas the best value is 1.0; 
 
  (7) 

 
Additionally WEKA [7] was used to evaluate the 

classification performances of the mentioned algorithms 
(J48/C4.5, Naïve Bayes and K-Nearest Neighbors 
Algorithm). Whichever algorithm gives the best results; the 
model was saved and loaded to the decision support system. 
Additionally, the System Architecture which was used in the 
study is portrayed in Figure 6.  

 

 
 

Fig. 6  System Architecture of the Developed Decision Support System 
 
The study made use of the historical dataset of Classified 

Philippine Movies. The collected data passed through 
different stages in order to build the classifier which was 
ingested in the developed Decision Support System to 
predict and classify class labels of new unseen movie data. 
The System Architecture is broken down into the following 
components: 

Data Collection. Raw data about the movie data was 
collected. The first step was to collect a list of movies 
classified by MTRCB [4] with its corresponding rating or 
classification. The list obtained from MTRCB [4] was cross-
matched to the IMDB [6] database to get other movie data 
especially the movie genre(s) and the movie criteria rating; 

Text Processing. This stage was used to pre-process and 
transform raw data. There are two (2) activities included in 
this stage including (a) Genre Encoding, in which raw genre 



text is encoded as binary values. In this study, the following 
Genres were used: Action, Adventure, Animation, 
Biography, Comedy, Crime, Documentary, Drama, Family, 
Fantasy, Film-Noir, Game-Show, History, Horror, Musical, 
Mystery, News, Reality-TV, Romance, Science Fiction (Sci-
Fi), Short, Sport, Superhero, Talk-Show, Thriller, War and 
Western. Each new movie data can be assigned or associated 
with multiple genres. The Genre Encoding activity is 
displayed in Figure 7; 
 

 
 

Fig. 7  Movie Genres Encoding 
 
 

From Figure 7, it can be seen that the Movie Genres 
Encoding is responsible for encoding texts of new movie 
data into binary values. Genres with zero (0) values indicate 
that a specific genre is not depicted in the movie, otherwise 
one (1). Another important preprocessing activity is the (b) 
Movie Criteria Encoding which translates the raw data into a 
numerical value. The study used five (5) criteria in assessing 
the movie as reflected in Figure 8 including Sex & Nudity, 
Violence & Gore, Profanity, Alcohol, Drugs & Smoking, 
and Frightening & Intense Scenes. Each new movie data was 
encoded and converted to a numerical value indicating 1 as 
“None” which means there is no depiction of the criteria in 
the movie; 2 as “Mild”, which means that little by little, the 
criteria is depicted in the movie; 3 as “Moderate” which 
means a moderate and frequent depiction of criteria in the 
movie is exhibited; and 4 as “Severe” which means that 
there is a strong depiction of the criteria in the movie. 

 

 
 

Fig. 8  Movie Criteria Encoding 
 

After the raw data were encoded, the full dataset was split 
into 80% training dataset and 20% training data set which 
were fed to WEKA [7] in modeling the classifier and testing 
the model respectively. 

Algorithm Selection. In this stage, three (3) data mining 
techniques’ classification performance were compared with 
each other to identify which one best works with the given 

dataset. The algorithm that obtained the highest 
classification accuracy was used as the intelligent 
component in building the classifier and model for the 
Decision Support System; and  

Decision Support System. The Decision Support System 
was developed using C#.Net. It used the classification model 
generated built using the most accurate algorithm identified 
from the previous stage. The decision support system 
accepted new movie data. From the new unseen movie data, 
the decision support system classified the movie giving a 
probability that the given input data belonged to a specific 
class. 

III.  RESULTS AND DISCUSSION 

A. The Evaluated Performance of three (3) Data Mining 
Algorithms in Classifying Movies 

An experiment was conducted to identify which among 
the three data mining algorithms worked best in classifying 
new movie data. From this point, a model was built per data 
mining algorithm and evaluated each classification 
performances. Each model used the same data set and was 
run and simulated using WEKA [7]. The experiment used 
the dataset split for Training and Testing dataset which was 
previously presented in Table 1. Table 3 presents a summary 
of the comparison of the three data mining algorithms in the 
classifying Philippine movie.   

TABLE III 
SUMMARY OF COMPARISON OF THE THREE DATA MINING ALGORITHM IN 

CLASSIFYING PHILIPPINE MOVIE 

Algorithm % Accuracy % Error Rank 
Naive Bayes 68.70 31.30 2 

J48/C4.5 56.79 43.21 3 
K-NN 92.80 7.20 1 

 
Using Table 3, it can be observed that among the three (3) 

data mining algorithms, K-Nearest Neighbors Algorithm 
outperforms J48/C4.5 Algorithm and Naïve Bayes 
Algorithm. K-Nearest Neighbors Algorithm obtained an 
accuracy rate of 92.80% followed by 68.70% of Naïve and 
56.79% from J48/C4.5. To further check the performance, a 
breakdown of classification performance of the algorithms 
per class with their corresponding confusion matrices are 
presented in Table 4 – 9.  

TABLE IV 
NAIVE BAYES ALGORITHM CLASSIFICATION PERFORMANCE PER CLASS 

Class TP Rate FP Rate Precision Recall 
G 0.745 0.052 0.719 0.745 

PG 0.709 0.235 0.677 0.709 
R-13 0.324 0.121 0.397 0.324 
R-16 0.038 0.018 0.143 0.038 
R-18 0.583 0.156 0.427 0.583 

X 0.000 0.006 0.000 0.000 
 
Table 4 presents that using Naïve Bayes Algorithm, the 

class that obtained the highest TP Rate is class G equivalent 
to 0.745 followed by PG, R-18, R-13, R-16 and X with a TP 
Rate of 0.709, 0.583, 0.324, 0.038 and 0 respectively. This 
can be interpreted that Naïve Bayes can have good 
predictions to G and PG-rated movies only. Using the values 
for FP Rate, it can be seen that the order of which the classes 
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attained the highest FP Rate starts with class PG with a 
0.235 followed by R-18, R-13, G, R-16 and X with FP Rate 
equivalent to 0.583, 0.324, 0.745, 0.038 and 0 respectively 
which means that class PG obtained the highest rate for 
False Positives or incorrect positive predictions among 
others. Moreover, to further understand the distribution of 
classification per each class by Naïve Bayes, a confusion 
matrix is presented in Table 5. 

TABLE V 
NAIVE  BAYES ALGORITHM CONFUSION MATRIX  

Actual Rating 
Predicted Rating 

G PG R13 R16 R18 X 
G 41 13 0 0 1 0 

PG 13 105 16 0 13 1 
R-13 3 24 23 3 18 0 
R-16 0 3 8 1 14 0 
R-18 0 10 11 3 35 1 

X 0 0 0 0 1 0 
 
Table 5 depicts that Naïve Bayes correctly classified 41 

G-rated instances, 105 PG-rated instances, 23 R-13 rated 
instances, only 1 R-16 rated instances, 35 R-18 rated 
instances and no correct predictions for X-rated instances. 

TABLE VI 
J48/C4.5 ALGORITHM CLASSIFICATION PERFORMANCE PER CLASS 

Class TP Rate FP Rate Precision Recall 
G 0.764 0.033 0.808 0.764 

PG 0.838 0.277 0.678 0.838 
R-13 0.535 0.090 0.594 0.535 
R-16 0.346 0.000 1.000 0.346 
R-18 0.583 0.060 0.660 0.583 

X 0.000 0.000 0.000 0.000 
 
Using Table 6 which presents the J48/C4.5 Algorithm 

Performance, it can be seen that the class that obtained the 
highest TP Rate is class PG equivalent to 0.838 followed by 
G, R-18, R-13, R-16 and X with a TP Rate of 0.764, 0.583, 
0.535, 0.346 and 0 respectively. This can also be interpreted 
that J48/C4.5 can have good predictions to PG and G rated 
movies only as the remaining classes did not have good 
performance prediction. Using the values for FP Rate, it can 
be seen that the order of which the classes obtained the 
highest FP Rate starts with class PG with a 0.277 followed 
by R-13, R-18, G, R-16 and X with FP Rate equivalent to 
0.535, 0.583, 0.764, 0.346 and 0 respectively which means 
that class PG has obtained the highest rate for False Positives 
or incorrect positive predictions among others. Moreover, to 
further understand the distribution of classification per each 
class by the J48/C4.5 Algorithm, a confusion matrix is 
presented in Table 7 below. 

TABLE VII 
J48/C4.5 ALGORITHM CONFUSION MATRIX  

Actual Rating 
Predicted Rating 

G PG R13 R16 R18 X 
G 42 12 0 0 1 0 

PG 9 124 9 0 6 0 
R-13 1 28 38 0 4 0 
R-16 0 4 6 9 7 0 
R-18 0 14 11 0 35 0 

X 0 1 0 0 0 0 

Table 7 shows that upon using J48/C4.5, class PG had the 
highest correct prediction with a total of 124 instances 
followed by G with 42 correct predictions, R-13 with 38 
correct predictions, R-18 with 35 and class R-16 and class X 
with 9 and 0 correct predictions respectively. 

TABLE VIII 
K-NEAREST NEIGHBORS ALGORITHM CLASSIFICATION PERFORMANCE PER 

CLASS 

Class TP Rate FP Rate Precision Recall 
G 0.764 0.033 0.808 0.764 

PG 0.838 0.277 0.678 0.838 
R-13 0.535 0.090 0.594 0.535 
R-16 0.346 0.000 1.000 0.346 
R-18 0.583 0.060 0.660 0.583 

X 0.000 0.000 0.000 0.000 
 
K-Nearest Neighbors Algorithm classification 

performance per class is depicted in Table 8. Using K-
Nearest Neighbors algorithm, the computed TP Rate or True 
Positive Rate for each class are as follows, class G with 
0.927, PG with 0.953, R-13 with 0.930, R-16 with 0.808, R-
18 with 0.917 and class X with a TP rate of 1. From the 
results of computation for TP Rate, using it as an evaluation 
metrics, it can be seen that all classes had a good, correct 
prediction. Additionally, the computed False Positive Rate 
or FP Rate for K-Nearest Neighbors can also be seen in 
Table 14, of which, class X obtained an FP Rate of 0 which 
means that K-Nearest Neighbors had no error in predicting 
in X-rated movies. The remaining FP rate for each class is 
presented with R-16 with 0.006, 0.010 for R-18, R-13 with 
0.014 and G with 0.026 and PG with 0.042 FP Rate. The FP 
Rate dictates the rate to which the built model or classifier 
has errors in prediction. As per interpretation, the closer the 
computed value for the FP rate to 0 means good predictions. 
Moreover, to further understand the distribution of 
classification per each class by the KNN Algorithm, a 
confusion matrix is presented in Table 9. 

TABLE IX 
J48/C4.5 ALGORITHM CONFUSION MATRIX  

Actual Rating 
Predicted Rating 

G PG R13 R16 R18 X 
G 51 4 0 0 0 0 

PG 7 141 0 0 0 0 
R-13 0 3 66 1 1 0 
R-16 1 1 1 21 2 0 
R-18 0 1 3 1 55 0 

X 0 0 0 0 0 1 
 
Table 9 depicts the prediction distribution for each class 

using the K-Nearest Neighbors algorithm from the Testing 
set with a total of 361 instances. It can be observed that class 
G had a total of 51 correct predictions out of 55 instances 
from the training set, 141 correct predictions out of 148 
instances for PG-rated movies, 66 correct predictions out of 
71 instances for R-13 rated movies, 21 correct predictions 
out of 26 instances for R-16 rated movies, R-18 rated movies 
with 55 correct instances out of 60 instances and lastly for X 
rated movies with 1 correct prediction out of 1 instance. 
Aggregating the results, the total number of correct 
prediction is 335 instances out of 361 total sizes of the 
testing set giving an accuracy rate of 92.80% 
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IV.  CONCLUSIONS 

Based on the experiment, K-Nearest Neighbors worked 
well with the Philippine movie dataset. K-Nearest Neighbors 
outperformed J48/C4.5 and Naïve Bayes algorithm. This 
showed as well that the K-Nearest Neighbors algorithm 
worked well with datasets with full binary data and nominal 
data. Also based on the results obtained from the Pre and 
Post Survey conducted, it can be concluded that the 
respondents from the time that the study was conducted, 
maximized the full potential of hardware technology 
available but had limited and few utilization into software 
technology. From this point forward, it can be said that the 
software technology might mean that there is no available 
software or decision support system that helped the 
respondents automatically classify and rate Philippine 
movies. 

Moreover, the developed Decision Support System has 
been evaluated with features that made it acceptable for the 
respondents. Based on the results, it revealed that the 
respondents perceived that the developed decision support 
system was usable, functional, efficient, portable and reliable. 
The researchers recommend performing exploratory analysis 
of different genre included and removing unnecessary genre 
that may or may not help the classification of a movie. 
Experiment with trying to increase the accuracy rate of the 
three data mining algorithms by getting the relevance of a 
specific attribute by using Information Gain, Gain Ratio and 
Chi-Square. As the study focused on predicting class labels 
of Philippine movies only, include predicting rating of 
television programs and series, Television commercials, 
advertisements, theatrical plays, and other related public 
materials. Have movie posters evaluated as well during the 
assessment of the movie which might have hidden additional 
useful information that can be used in predicting the class 
label of a movie? Explore the possibility of correlating the 
cast, crew, production house and directors of the movie upon 
assessing rating of a movie. 
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