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Abstract— Fiber-Wireless (FiWi) network can provide abundantbandwidth capacity and mobility to the end-usersit also eliminates
the need of having complete tedious end-to-end fibenstallation from the central office to the users which saves tremendous capital
expenditure. However, FiWi is still progressing. Reearchers worldwide are still developing experimemt works for improvement on
the network reliability, quality-of-services and seurity. Almost all recently proposed testbed desiged for FiWi are using hardware
that lacks in programmability feature, making it challenging to implement any protocols and algorithmsA testbed must be flexible,
scalable and reprogrammable so that various experiamts and testing can be implemented easily for téisty purposes. In this paper, a
reprogrammable FiWi testbed using software-definedradio (SDR) is proposed. One of the most prominenEDR available in the
market is Universal Software Radio Peripheral (USRP. It is chosen to be used in this paper as it igjeipped with a user-friendly
programming platform; LabVIEW. To test the testbed’s reprogrammability feature, two algorithms are implemented for proof-of-
concept; collision avoidance and dynamic bandwidthllocation. The collision avoidance algorithm is imfemented in the wireless side
of the testbed using the concept of Carrier Sensinglultiple Access/Collision Avoidance. At the fiberdomain, a dynamic bandwidth
allocation-limited scheduling is incorporated in tre testbed. The results show that algorithms implenmtéed in the testbed are in-line
with the expected results. It proves that the testid can be used for future algorithm testing for resarch purposes.

Keywords— fiber-wireless; software defined radio; passive diral network; reprogrammable; LabVIEW.

subscriber requires tedious installation works ant cost-
I. INTRODUCTION effective.

The telecommunication networks are becoming more Wireless network, on the other hand, offers moeilile

congested with the ever-increasing number of letern at a lower cost. It aIIow; users to stay conneumdoqt
. being tethered into a wired connection. Howeverhais

subscribers consuming the available resources. slt Il. ited bandwidth d I bl interf
forecasted that the Internet traffic can reach Z8abytes imite andwidth ~and vuinerable to interferenceo T
overcome the shortcomings from the fiber and wa®le

lly by 2021, that i ding to a 3-ialt ; . X . . o
222:]303/16)[/1] at1s corresponding fo & S-lokrease domain, the integration of the Fiber-Wireless (RiWi

It is more exacerbated by the bold needs of ensuingnetwork was introduced. The fiber network is onetlud
generation wireless technology like 5G demanding solutions for the limited bandwidth and vulnerafilissues

improvement across all metrics. With that, network TOm the wireless network and in addition to thétie

providers are improving the current network ardttilee to wirelles_s. netv_vorks can provide mobility to the e_mtisers.
cater to demand FiWi is still on-going research for further improwent

It is well-known that fiber optics offers enormous gspecuzl_ly W'th thed u':p\c;\c/).mlng h.SG comxun;camonfs
bandwidth capacity, energy savings, service traesuy, emanding improve Wi architecture. = A lot 0
low propagation loss and improved security. Passive revolu'uor!ary WOI’!(S are requwed on the gmstmgwqek
transmission of the optical signals in a passivédicap p'a(;form Im comg_lnatlon W'thln?W photor:jlgs tec?mrg)ks
network’s (PON'’s) architecture ensures its highatelity and wireless radio access platiorm to address tneert

without electromagnetic interference [2]. Howevend-to- !lmltat|0ns [3]. Be_5|des, there_ IS z_;\I_so room fopmement
end fiber installation from the service provider ¢ach in terms of security and survivability, which hascbme the



primary consideration of the significant operatpts With
that said, a FiWi testbed is very crucial to parfdesting to
ensure that it will be fully functional when itiimplemented
in the real world. The testbed should be flexitdealable
and reprogrammable to any protocols so that theier
Level Agreement can be experimentally tested atidated.
The use of programmable radio is promising for FiWi

testbed as it can transfer information from tratt@nito a
receiver. Software-controlled radio comes with dltho
pre-programmed radio, while Software-Defined R4@DR)
is a reprogrammable radio that performs signal gssinig,
signal modulations and demodulations in a singlié. dine
implementation of protocols or algorithms in theRSBan be
easily done via programming.

Arduino Nano which has the reprogrammability feasur
However, it may not have the capability to perfdumeable
wireless frequency, modulation, or generation ofdRfphals
on its own.

Dat et at. [9] developed a proof-of-concept expernital
setup to demonstrate high-speed and uninterruptable
communications between central stations on thergtda a
base station on the high-speed train using switched
wavelength-division multiplexing FiWi backhaul netiks.
The testbed successfully transmitted approxima2€lyand
10 Gbps signals over the switched FiWi links in the
downlink and uplink directions respectively. Theoposed
testbed is claimed to provide high-speed and adgnc
services for fast-moving users for future 5G angobe

To date, there are numerous researchers world-widenetworks.

developing FiWi testbed to test new technologiesl an
schemes to improve the current FiWi networks furttrer
instance, Li et al. [2] demonstrated a bidirectloRaNi
system via a testbed to transmit signals with ciffie fiber
capacities and wireless frequencies.
successfully demonstrated multiple fiber capacitesd
wireless frequencies with an efficient bit-erroterd BER)
over the 40-km SMF with 10, 25 and 100 m of wirgles
distance. Comparable to SDR, the wireless freqesnare
tunable within a range that is up to the reseatsher
preference. However, SDR offers another essergiufe
that is reprogrammability where any protocols and
algorithms can be programmed into the SDR for Quaif
Service (QoS) testing purpose.

Omar et al. [5], experimentally demonstrated
generation and transmission of the millimeter-waignal
using photonics technology via a FiWi testbed. They
reported a microwave photonics-based system fosi§@al
distribution and transmission over hybrid opticahda
wireless links. The proposed FiWi testbed succdygsfu
demonstrated that the setup of 10 km SMF, 6.5 md$pace
optical and 1 m radio frequency channel has a BERev
below the error vector magnitude limit. Howeverg tRiWi
testbed in [5] lacks the reprogrammability features

To overcome noises and distortions in the FiWi weky
an intensity modulation-direct detection schemengisan
external modulator is proposed by Gonzalez et hiIThey
proposed a radio-over-fiber Xbee transmission-bassitbed
using MZ modulator, polarization controller, micrave
signal generator and among others. The data idsoietwo
XBee modules are coded on a wireless microwaveecat
2.44 GHz were transmitted through an optical lifii2® km.
The proposed testbed uses an external modulatoXBee
as the equipment to transmit data. Compared to SB&,
modulation and wireless transceiver are embedded in
single unit making experimental works more convenie

Christina et al. [7] developed a FiWi testbed to
experimentally compare the different transport sobe
incorporating modified double-sideband suppressaudier
(DSB-SC) and optical single-sideband with carri@SGEB)
modulation formats to cater the transport of 60 GHeless
signals. The proposed testbed uses MATLAB to ge¢eera
WAN signals. Madry et al. [8] proposed a FiWi-based
sensor system for temperature monitoring using &agn
Loop Interferometer integrated with Arduino and Bégp.

the

The testbed hastill

All the mentioned related works are mostly pure
hardware-based FiWi testbed, which requires tedious
hardware setups that may be hard to configure, myaki
less suitable for architecture and protocol testkeg FiWi is
developing, the best architecture, algorithrasd
protocols are scrutinized to improve the overaltwoek
performance. Therefore, it is essential to develap
reprogrammable testbed to observe the performarice o
various FiWi networks in terms of QoS.

In this paper, a FiWi testbed is proposed using SEdR
can be reprogrammed to test the FiWi network’s Qs
paper is organized as follows; material and methoe
discussed in Section 2; the results and discussames
discussed in Section 3. Finally, the conclusion &utdre
works are summarised in Section 4.

Il. MATERIAL AND METHOD

In this section, the design of the SDR-based Fif¥ilted
is discussed. One of the most prominent SDRs igldped
by National Instrument's Universal Software Radio
Peripheral (USRP). The multi-purpose processor he t
USRP allows the reuse of the hardware for the wdiffe
products through programming [10]. Aside from the
reprogrammable features offered by USRP, it is aksaful
for the efficient and real-time realization of wass systems
operating in RF band [11] and can use real sigagh do
perform various testing [12].

There are several USRPs available in the market agc
USRP RIO and FlexRIO which are equipped with a glob
positioning system. All the available USRPs are
programmable but they are different in terms of the
frequency range, instantaneous bandwidth, abdityansmit
and receive simultaneously as well as its oscillgtpe.

For the proposed FiWi testbed, the wireless frequen
selected is 2.4 GHz which is equivalent to WiFrsdquency
for proof-of-concept and it requires a simultanetragismit
and receives feature. USRP-2922 is chosen sirsét# the
requirement mentioned before. Four sets of USRR:292
namely SDR 1-SDR 4 are used in the proposed tesiiyed
chosen FiWi architecture is the PON which considtan
optical line terminal (OLT), optical network unif©NU)
and end-user. The connection between SDR to ONfilseis
link while ONUs to end-users is done wirelessly.

The hardware structure is illustrated in Fig. 1 hwit
architecture ratio of (1:2:1) where it consists1ofOLT, 2

The proposed sensor network uses a microcontroller,ONUs, and 1 end-user. SDR 1 represents OLT, SDRd2 a



SDR 3 represent ONU 1 and ONU 2 respectively wBDER (2:1:2), (2:1:1) or other ratios according to tlesearcher’s
4 represents the end-user. With the flexibilitytoé SDR, preference with minimal hardware and software re-
the architecture can be changed to other ratioh as arrangement.
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20 km SMF O/E SDR 2 SDR 4
(@) (ONU 1) (End-User)

E/O
1:4 Optical Splitter

SDR 3
W == (ONU?2)

Fig. 1 Proposed FiWi testbed architecture

SDR 1 is connected to the electrical to opticalQE/ reverted to RF signals using the optical to eleatr(O/E)
converter via SubMiniature Version A (SMA) cable/lOE converter. Finally, the RF signals are transmit@®DR 4
converter is essential in this testbed as it cdswde output  wirelessly via a vertical gain antenna. When a SB¢eives
of the SDR into optical signals via radio-of-fibéRoF) a signal, it will be down-converted, sampled amdashed to
technology. Then, the optical signals travel viskBDsingle- the computer via 1 Gb Ethernet cable. Fig. 2 shinesSDR
mode fiber (SMF) to the 1:4 optical splitter whéne signals arrangement for the recommended FiWi testbed.
are split to SDR 2 and SDR 3. The optical signais a

SDR 1 SDR 2 SDR 3 SDR4
(End-User)

ssssssssssss

‘ !
Fig. 2 SDR setup for the proposed FiWi testbed

For this testbed, the USRP is integrated with L&bBWVI The receive and transmit parameters including siagnpl
where all the configurations and data sources ale. This rate, modulation type, transmission’s power gaimd a
testbed uses text as a data source and the usethoame wireless frequency, are adjustable as per the nefserds
various numbers of packets to transmit from ther-use preferences, making this testbed user-friendly ovuth
interface. The user interfaces are illustratedign 8. User is having to perform the tedious hardware reconfigarst For
only required to type the IP address for each S a downstream transmission, the time allocation iagnaitted
choose the number of packets for transmission ftbe to the ONU from the OLT according to the chosen bem
selection box and click on the start button in LEEW. The of packets to transmit. The ONU will receive thendi
transmission will start immediately. allocation and is ready to receive the data fronT @hly in



that allocated time frame. The steps are repeated f
transmission at the wireless domain. The proces#nis
reverse for upstream transmission.

LabVIEW offers a great programming platform for
researchers as it allows integration of multipleggpamming
languages, including math script from MATLAB, C, or
graphical programming (G-programing) that is introeld by
NI. G-programming is graphical-based programmingngh
it is translated from the line-by-line coding. Withat,
implementations of any algorithms and protocolsirigsare
made simple.

Optical Line Terminal (OLT)
192168103 OLT IP address
:) 200 Main packets to transmit

200 Actual packet size

Optical Network Unit (ONU)

192.168.10.3 ONU 1 IP Address
200 ONU packets Receive
200 Packets transmit to
End User 1
End-User
192.168.10.2 End User IP add| ’ ‘
200 Packets Received

Fig. 3 User-Interface for OLT, ONU and End-User

As a proof-of-concept, to test the testbed's
reprogrammability feature, two simple algorithmse ar
implemented; carrier sensing multiple access/ <ol
avoidance (CSMA/CA) and dynamic bandwidth allocatio
(DBA).

A. CSMA/CA

One of the collision avoidance protocol in the reatwis
CSMA. With CSMA, it senses for any activity in the
network before allocating an approval to transrGiEMA
can be divided into CSMA/CA and CSMA/Collision
Detection. Wireless network with IEEE 802.11 stadda
such as WiFi uses CSMA/CA as collision avoidance
protocols. Each node in the network is granted kqua
probability in accessing the network.

The CSMA/CA is incorporated for upstream transnoissi
as illustrated in Fig. 4. By default, multiple ensers are
present for architecture (1:1:2), both end-usees gianted

equal opportunity to transmit in round-robin fashio
However, there will be a possibility when multigdad-users
transmit data simultaneously. Hence, causing aiscmil.
When this occurs, the CSMA/CA algorithm will preten
both end-users from transmitting data simultanggusl
causing collision and data corruptions. The momirmt
algorithm detects multiple simultaneous transmissjathe
program will halt all transmissions. With the asgtion that
both end-users have the same priority, the endsusdt
transmit in sequence. As a result, no collisionuoscAfter
both end-users transmitted all their intended packe will
run as usual unless the simultaneous transmissidatected
again. The flowchart for the CSMA/CA implementedais
shown in Fig. 5.
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Fig. 4 Hardware configuration for CSMA/CA protocol

Input:
- Data Size
- IP address
- Tx/Rx parameters

Collision detected?

1. Program stops all transmission.
2. Time allocated for end-user Nand
end-user N+1

v

End-user Ntransmits according to
time allocation

!

End-user N+1 transmits according to
time allocation

( Stop ,t%

Fig. 5 Flowchart for the CSMA/CA algorithm

End-
transmit as usual

user




B. DBA

The flowchart for DBA is depicted in Fig. 6, whilbe GUI

testbed is DBA-Limited Scheduling. The bandwidth in Fig. 7 is capped at 100% which is the

utilization and propagation delay can be improved b
dynamically allocating the bandwidth as per reqyasi.
The DBA algorithm is implemented in the fiber domai
Each ONU in the network will be granted with bandihi
based on:

1)

where Bypackets)iS the bandwidth allocated for the ONUs in
the form of a number of packet8., is the demanded
bandwidth of the ONUs to the OLT. W is the maximum
bandwidth allocated for each of the ONUs in themoek
which is determined as follows:

)

If the Breq is less than th&V,., the granted bandwidth is as
per request. However, iB.q is higher thanWiy., the
bandwidth granted for the ONU is capped\it,. Traxis the
maximum cycle time, B is the guard tink, is the upstream
bandwidth andN is the number of ONU in the network. For
this algorithm, the standard of Ethernet PON is seimo
where the value of 5 B, R, andN is 2 ms, 5 s, 1Ghps
and 2 respectively. However, as mentioned prevouble
bandwidth for the USRP 2922 is 40 Mhz for 8-bit gdiny;
hence, scaling is needed. The scaling techniquealss
been used by [14]. A scaling ratio of 0.08 is usedpscale
the bandwidth of the USRP to 1Gbps.

Input:
- Number of ONU (N
- Breg,Nfor ONU N

Program calculates Wmax
and compares it with

Breg,N
Yes Breq,N < Wmax No
Output:
Output: Bglpacket)=
Bglpacket)=
Wmax
Breg,N
N ++
\

Fig. 6 Flowchart for DBA implemented in the propad$éWi testbed

when the
is greater than

Dynamic Bandwidth Allocation
Packets Bandwidth Packets pauete BN
Requested  Requested Granted I 120
Requested by ONU1 4 59 || 79 | 622 Granted BW (%)
I 100
Requested by ONU2 J 59 | 739 | 622

Fig. 7 GUI for the DBA algorithm in LabVIEW

I1l. RESULTS ANDDISCUSSION

In order to verify that the proposed SDR-based FiWi
testbed is reprogrammable, the collision avoidgmmoocol
and dynamic bandwidth algorithm are implementedhia
testbed. Experiments are performed and the resuks
discussed in this section. For the collision avo@a
algorithm, the experiment is conducted using a tgsease
method and it is summarized in Table 1.

TABLE |
CASE 1,2 AND 3 FORCSMA/CA EXPERIMENT

Fig. 8(a) shows the result for Case 1. ONU receiatkd
505 packets within the allocated time frame whisHb s.
After a predetermined rest period, the end-usam@smits
2015 packets within the allocated time frame ofs2@n the
end, the ONU received all 2015 packets without pagkets
loss as expected. A rest period is allocated fer@NU to
stabilize after receiving from the first end-user.
Experimentally, the ideal “rest” period for the ON&J3 s.

Fig. 8(b) shows the result for Case 2 where theused 1
transmitted 1009 packets for the first 15 s and-@set 2
transmit 4028 packets after the 3 s for 30 s alkmta
timeframe. The ONU received all 5026 packets sigfadg
without any corrupted data. Finally, Fig. 8(c) slsothe
result for Case 3 with the ONU received all 805€&Kats
from both end-user 1 and end-user 2 with no regoatey
lost packets.

The next algorithm is DBA-limited scheduling. The
requested bandwidth with a step size of 10% will be
translated into a percentage from 0 to 100%. Tipegment
with DBA is run and the results are as shown in BigThe
calculated and experimental granted bandwidth réepty
in-lined, proving that the DBA algorithm implemedtés
fully functional.
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Fig. 9 Granted bandwidth vs requested bandwidth D&A-Limited
Scheduling

IV. CONCLUSIONS

Due to the benefits offered by fiber and wireleisdkd,
FiWi can be seen as one of the favorable technedoigir the
next-generation network architecture. Fiber linls deed

every growing amount of applications and perpeyuall

increasing bandwidth demand. Concurrently, usemsecgoy
the mobility and flexibility offered by wirelessk. With the
communication systems that are currently growingatals
the 5G generations, the network demand is expedot&dep
on increasing. A better system with broader coveragtter
utilization of available spectrums, improved dat#es and

security requires more focus and demand. This paper
proposed a FiWi testbed that can be reprogramniatéey
algorithms and protocols using the easy-to-usdqulatthat
comes with an interactive user interface. The psepo
testbed is implemented with a simple algorithm gwaof-
of-concept that the testbed can be reprogrammaely.etise
results show that the CSMA/CA and DBA algorithm
implemented in the testbed is in-line with the ectpd
results, proving that the proposed testbed candeel fior
algorithm testing.
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