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Abstract— One indicator of the severity of diabetic retinopathy is the existence of lesion characteristics in the eyes such as 
microaneurysm, hemorrhages, exudates, and neovascularization. Without proper early medical attention, this lesion could lead to 
blindness. Considering its importance, a system that could detect such lesions will be beneficial. This paper investigates the lesion 
characteristics of diabetic retinopathy from fundus images such as microaneurysm (redsmalldots), exudates, hemorrhages, and 
neovascularization. In this study, we present three of feature extraction methods, i.e., Local Binary Pattern (LBP), Gray Level Co-
Occurrence Matrix (GLCM) and Segmentation Fractal Texture Analysis (SFTA). K-Nearest Neighbor (KNN) and Support Vector 
Machine (SVM) chosen as classifiers for classifying five classes (redsmalldots, hemorrhages, hard exudates, soft exudates, and 
neovascularization). The data used in this research obtained from DiaretDB0 database. The experimental results show that our 
proposed method can detect the lesion characteristics of diabetic retinopathy with higher accuracy of 86,84% and 96% for SVM and 
KNN, respectively. 
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I. INTRODUCTION 

In the last 20 years, the number of people diagnosed with 
diabetes has risen by approximately 300%. Diabetes can 
occur when insulin, the hormone that regulates blood sugar, 
is neither being correctly produced nor being used 
effectively by the pancreas. Diabetes can cause some 
complications in the nerve and blood vessels. Diabetic 
retinopathy is one of the diabetes complications [1], where 
one of three people with diabetes would likely have diabetic 
retinopathy and get vision problems from this disease [2]. 
There are two stages of diabetic retinopathy. The first stage 
or early step is Non-Proliferative Diabetic Retinopathy 
(NPDR). NPDR consists of mild, moderate, and severe 
conditions. The next stage of diabetic retinopathy is 
Proliferative Diabetic Retinopathy (PDR), which is leading 
to blindness. By evaluating the lesion on the retina, it could 
be used as a parameter to recognize diabetic retinopathy. 
Some indications of NPDR stage are: 

• There are some spots in the form of venous dilatation 
• Microaneurysms 
• Hard and soft exudates 
• Bleeding in intraretinal microvascular 

 

 

 
Fig 1.  Lesion characteristics in the fundus image 

 
The PDR is an advanced stage of NPDR phase, which is 

characterized by the appearance of the neovascular blood 
vessel. Leakage from tiny blood vessels of the retina can 
cause microaneurysms and has a red circular shape. 
Hemorrhages appeared after microaneurysms get ruptured. 
Some of the lesion that has lipids and proteins can become 
hard and soft exudates. The color of hard exudates is 
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predominantly white, while soft exudates are mostly yellow 
color [3]. The characteristics of the lesion in the fundus 
image can be seen in Figure 1. 

Many works have been done regarding diabetic 
retinopathy classification using lesion. SVM and Bayesian 
Classifiers are used by [4] to make classification of diabetic 
retinopathy with an accuracy of 95% and 90%, respectively. 
Another work by [5], proposing a new limit for detecting 
lesion location with 96.7% sensitivity and specificity of 
94.2%. Meanwhile, another method by [6] propose exudate 
features indicating disease progression towards dangerous 
convergence method for early detection of diabetic 
retinopathy with an accuracy of 92%. Previous work from 
[7] classifies diabetic retinopathy using four phase 
classifications, LBP, GLCM, GM-LBP, and NM-LBP. 
Another classification approach based on successive clutter-
rejection managing to achieve 90% sensitivity [8]. 

In this study, we aim to detect each lesion's characteristics 
based on its images, such as microaneurysm (redsmalldots), 
exudates, hemorrhages, and neovascularization. We employ 
several texture features and various classification method to 
compare each effectiveness. Furthermore, we use Local 
Binary Pattern (LBP), Gray Level Co-occurrence Matrix 
(GLCM) and Segmentation Fractal Texture Analysis for our 
feature extraction method (SFTA). Finally, we implement K-
Nearest Neighbors (KNN) and Support Vector Machines 
(SVM) as our classifier. 

 

 
 

Fig. 2. Flowchart for the proposed method 
 
The explanation of the material and methods used in this 

study is in Section II, such as the preprocessing method 
(CLAHE), features extraction methods (LBP, SFTA, and 
GLCM) and classification method (KNN and SVM). In 
Section III, we describe the results of each combination of 
feature extraction methods and classification methods, while 
in Section IV we conclude our experimental results. 

II. MATERIALS AND METHOD 

There has been some research that addresses the problem 
of classification of normal and abnormality in diabetic 

retinopathy. Normally, the classification based on lesion 
characteristic of diabetic retinopathy using texture features 
extracted from the image. In this study, several feature 
extractions such as Local Binary Pattern (LBP), Gray Level 
Co-Occurrence Matrix (GLCM), and Segmentation Fractal 
Texture Analysis (SFTA) specifically are used.  

Firstly, the obtained images were converted into 
grayscale. Then, in order to improve the quality of the 
image, we employ Contrast Limited Adaptive Histogram 
Equalization (CLAHE). After the preprocessing step is done, 
we extract the feature from each image. This feature will be 
used as training and testing dataset for our model. We train 
our model using K-Nearest Neighbors (K-NN) and Support 
Vector Machine (SVM). The overall process can be seen in 
Figure 2. Now we discuss the methods in the working 
model, following CLAHE, LBP, GLCM, KNN, and SVM. 

  
(a) (b) 

  
(c) (d) 

 
(e) 

Fig. 3. The lesion characteristics of diabetic retinopathy. (a) red small dots; 
(b) hemorrhages; (c) hard exudates; (d) soft exudates; (e) neovascularization 
[9]. 

A. Data Acquisition 

We used data from DiaretDB0 database, contains 130 
fundus images, in which 106 has microaneurysms and 24 
not, 80 has hemorrhages and 50 not, 71 with hard exudates 
and 59 not, 41 with soft exudates and 89 not, 20 has 
neovascularization, and 110 is not [9]. In this study, the five 
lesion characteristics of diabetic retinopathy can be seen in 
Figure 3. 
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B. Contrast Limited Adaptive Histogram Equalization 
(CLAHE) 

The problem of delay in diagnosis or medication errors 
associated with diabetic retinopathy caused by limited 
contrast of lesion image in diabetic retinopathy [10]. In these 
cases, histogram equalization can play as an important role.  

 

  
Fig 4. Scheme of our preprocessing method 

 
Histogram modification is used to obtain the desired 

image histogram. One technique that could be used for 
histogram enhancement is CLAHE. Histogram equalization 
changes the intensity of the image to the uniform. Histogram 
equalization made by changing the gray degree of a pixel (r) 
and a new gray degree (s) with a T transformation function. 
CLAHE performs adaptive calculations per pixel to 
determine its new gray value. 

� = ���� (1) 

In this step, before we implement the CLAHE method for 
our preprocessing method, we extract the image to green 
channel frame. Green channel is known has good contrast 
than another frame in color images. The scheme of our 
preprocessing method could see in Figure 4. In this study, 
we did preprocess for each image to see lesion 
characteristics. In Figure 5 and 6, the result of image 
preprocessing for microaneurysm and exudates.  From 
Figure 5 and 6, we can see the difference of microaneurysm 
(redsmalldots) and exudates. 

B. Local Binary Pattern (LBP) 

Local Binary Pattern (LBP) is straightforward feature 
extraction, yet very effective. Which labels each pixel in an 
image by thresholding the neighborhood of each pixel and 
coded the result as a binary representation. The value will 
assign into 0 if the center of the pixel is greater than its 
neighborhood and 1 otherwise [11]. For each pixel, it should 
be code into a 9d binary array, with 256 different possible 
labels for each pixel. The value of the LBP code of a pixel 
��� , 
�� was given by: 

���,� = � ������� − ���2�
���

���
 (2) 

and 

������� = �1, � ≥ 0
0, � < 0 (3) 

 

 
Fig 5. Image Preprocessing for microaneurysm. (a) original sample images 
from DiaretDB0; (b) result of preprocessing 

 

 
 Fig 6. Image Preprocessing for exudates. (a) original sample images from 
DiaretDB0; (b) result of preprocessing 
 
With the number of neighbors is  and the radius is " [12]. 
Illustration for basic LBP could see in Figure 7. The pixel set 
to 0, if  �� is smaller than  �� otherwise set to 1. To get 8-bit 
value, all the results are combined. 

Figure 8 illustrate Equation (2), how to calculate the 
pixel’s circular neighborhoods from the LBP operator (r=1, 
p=8). We reduced the number of possibility pattern using 
concept of uniform pattern in LBP. LBP is called uniform if 
the binary pattern consists of maximum two bitwise 
transitions from 0 to 1 or otherwise. For example, 11111111 
is uniform because it has no transition, 11000000 is uniform 
because it has one transition from 1 to 0, meanwhile 
01010100 is not uniform because it has six transitions [13]. 
By using uniform pattern concept, we can reduce 198 
patterns out of 256 patterns into 58 patterns [14]. 
 

 
 

Fig 7.  Basic LBP operator Illustration 
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Fig 8. Pixel’s circular neighborhoods from the LBP operator (r=1, p=8)  

C. Gray Level Co-Occurrence Matrix (GLCM) 

GLCM is a statistical method that used to extract texture 
feature. GLCM value obtained from the value of the co-
occurrence matrix with the joint probability density of two 
pixels which have different positions [15]. The pixel value of 
grayscale is calculated based on the summation of the 
relation contrast. In GLCM, local pattern of an image 
analyzed. GLCM was also known as a texture descriptor. 
Many researchers used GLCM to process medical image. 

GLCM expresses the spatial relationship or distribution 
between two pixels adjacent to the intensity of each i and j, 
distance, and angle. GLCM denoted by #��, $�. Adjacent 
pixels have a distance d and eight different directions (00, 
450, 900, 1350, 1800, 2250, 2700, 3150). Figure 9 shows the 
direction of neighboring pixels. 

In this work, we use Contrast, Correlation, Energy, and 
Homogeneity for the features from GLCM. The Equation of 
the features described in Equation (4), (5), (6), and (7). 

 

&'�(�)�( = � ��� − $�*#��, $�
+,

 (4) 

&'��-.)(�'� = � � �$#��, $� − /0/1
2020+,

 (5) 

3�-��
 = � � #*��, $�
+,

 (6) 

4'5'�-�-�(
 = � � #��, $�
1 6 |� − $|+,

 (7) 

where Pd(i,j) is a pixel in row i-th and column j-th.  

 
Fig 9. Eight Different Direction Co-Occurrence Matrix 

D. Segmentation Fractal Texture Analysis (SFTA) 

SFTA is a texture feature extraction method that consists 
of two main steps, the decomposition of the grayscale image 
�8� into a binary image �89� set and three features extraction 
from each image. Decomposition is a process that converts 
an input grayscale image into a binary image using a 
threshold �(� with Equation (8) 

 

89��, 
� = :1,     (< < 8��, 
� = (>
0, '(ℎ-�@��-  (8) 

Where (< and (> denote lower and upper threshold values 
respectively. The multi-level Otsu algorithm is used to find a 
set of threshold values �, where the length of � is equal to 
�A, a user-defined parameter. 

After decomposing the image into several binary images, 
SFTA extracts three features from each binary image, 
namely binary image’s size, mean and boundaries fractal 
dimension. The regions’ boundaries of a binary image 
89��, 
� represented as a border image denoted by B��, 
� 
and computed with Equation (9): 

 

��, 
� = :1, ∃��D, 
D� ∈ FGH��, 
�I: 89��D, 
D� = 0 ∧ 89��, 
� = 1
0,   '(ℎ-�@��-  (9) 

 
Where the set of pixels FGH��, 
�I are 8-connected to ��, 
�. 
B��, 
� have value 1 if the position ��, 
� of the pixel in the 
corresponding binary image 89��, 
� has the value 1 and 
having at least one neighboring pixel with value 0, 
otherwise, B��, 
� takes the amount 0 [16]. 

E. K-Nearest Neighbors (KNN) 

KNN is a method for classifying objects based on learning 
data that closest to the object, with K is number of some 
neighbors that are closest to the object. The distance of 
neighbors is usually calculated based on Euclidean distance. 
Learning data is projected onto many-dimensional spaces 
with each dimension represents a feature of the data, the 
space divided into sections based on the classification. If 
class “A” is the most common classification of the nearest 
neighbors of the point, then a point in this space is marked 
by class “A” [17]. Two-dimensional KNN illustrated in 
Figure 10. 

 

 
Fig 10. Two Dimensional (X1, X2) KNN, with K= 3 and K= 6 
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F. Support Vector Machine (SVM) 

Support vector machine (SVM) is a technique for making 
predictions in cases of classification and regression. The 
purpose of the SVM Technique is to find the best classifier 
function (hyperplane) among some unlimited functions to 
separate two classes. Finding the best hyperplane is 
equivalent to maximizing the distance between two sets of 
objects from different classes. Linear hyperplane can be seen 
in Figure 11. 

 

 
Fig 11. A hyperplane of SVM Classification [18] 

 
For classification problem can be formulated sets of 

parameters �@, L� so that 
 

5��M,9
1
2 @N@ 

Subject to 

O�@�O 6 L� ≥ 1, ∀Q 

(10) 

 
Where vector w and the constant b parameterize the 
separating hyperplane and x is input vector. In this work, we 
use linear and RBF SVM kernels for classification [12].  The 
formula of RBF Kernel with equation (11). 
 

R��, , �+� = -�S T−UV�, − �+V*W , U ≥ 0 (11) 

Where U is hyperparameter. While linear kernel formulated 
as follow 
 

R��, , �+� = X��,�N ∙ X��,� (12) 

III.  RESULT AND DISCUSSION 

After each image being converted into grayscale then we 
enhance it by using contrast limited adaptive histogram 
equalization. Then we do feature extraction using GLCM, 
LBP, and SFTA. In this study, the value of feature extraction 
using GLCM can be seen in Table I. From Table I, two 
features (correlation and homogeneity) of GLCM show 
similar value for each image. While in LBP, we set the 
radius to 1 and the number of neighbors is 8. In this study, 

LBP produces 256 features from each image. Then, we also 
compare GLCM and LBP features with SFTA features. In 
SFTA, our method produces nine features which using 
�A  = 2.  

TABLE I 
PERFORMANCE OF GLCM MEASUREMENT (FOR 15 IMAGES SAMPLE) 

N
o 

S
am

pl
e 

C
on

tr
as

t 

C
or

re
la

tio
n 

E
ne

rg
y 

H
om

og
en

ei
ty

 

1 2,56E+04 9,87E+05 2,74E+05 9,87E+05 

2 2,22E+04 9,92E+05 2,22E+05 9,89E+05 

3 1,99E+04 9,90E+05 2,96E+05 9,90E+05 
4 2,31E+04 9,89E+05 2,56E+05 9,88E+05 
5 2,76E+04 9,81E+05 3,17E+05 9,86E+05 

6 3,48E+04 9,89E+05 2,63E+05 9,83E+05 

7 2,66E+04 9,86E+05 2,66E+05 9,87E+05 

8 1,86E+04 9,83E+05 3,50E+05 9,91E+05 

9 3,49E+04 9,82E+05 2,84E+05 9,83E+05 
10 2,64E+04 9,87E+05 3,77E+05 9,87E+05 
11 1,56E+04 9,89E+05 5,83E+05 9,92E+05 
12 7,49E+03 9,94E+05 6,64E+05 9,96E+05 
13 2,33E+04 9,93E+05 2,56E+05 9,88E+05 
14 2,74E+04 9,83E+05 3,15E+05 9,86E+05 
15 3,29E+04 9,82E+05 3,47E+05 9,84E+05 

 
The learning and classification process is done using two 

methods, KNN and SVM. From the previous work [7], the 
higher accuracy obtained in splitting data 70:30. So, we split 
the data 70:30 where 70% for training and the rest for 
testing. In this study, we choose the RBF kernel for SVM 
and k=1 for KNN. Accuracy calculated as performance 
measurement from the experiment. 

 

)ZZ[�)Z
 = � 6 �F
� 6 �F 6 \ 6 \F (11) 

where  
�  = abnormal classified correctly by the classifier 
�F  = normal eye classified correctly by the classifier 
\ = normal eye classified wrongly by classifier 
\F = abnormal classified wrongly by the classifier. 
 
Experimental results in this study can be seen in Table II 

and Table III. From Table II, the classification using SVM 
show that GLCM outperformed than other to detect 
redsmalldots and neovascularization. While LBP has similar 
accuracy value with GLCM to detect soft exudates and 
redsmalldots i.e. 68.42% and 81.58% respectively. SFTA 
only has higher accuracy to detect hard exudates than others.  

In Table III, experimental results show that SFTA has 
higher accuracy for whole lesion characteristics class, 
exception hemorrhages class. For hemorrhages class, LBP 
outperformed than others in KNN classifier. In general, 
KNN classifier is better than SVM, this indicates that 
similarity between the same lesion is high for each image. 
Neovascularization detection accuracy is higher than the 
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other, and it indicates that neovascular lesion is natural 
characteristics to distinguish between neovascular and the 
other lesion as well as between normal and diabetic 
retinopathy.  

TABLE II 
PERFORMANCE SVM MEASUREMENT ACCURACY 

 SVM 
 GLCM LBP SFTA 

redsmalldots 81.58% 81.58% 76.31% 

hemorrhages 61.53% 69.23% 61.53% 

hard exudates 55.26% 63.16% 73.68% 

soft exudates 68.42% 68.42% 65.79% 

neovascularization 86.84% 78.94% 76.31% 
 
From classification results, we noticed that 

neovascularization is an important lesion characteristic to 
detect diabetic retinopathy (especially in Proliferative 
diabetic retinopathy (PDR) stages). From Table III (KNN 
classifier), we get that SFTA and LBP give higher accuracy 
for the whole classification than GLCM approaches. 

In Table IV, we make a comparison from our results and 
previous work. We choose the higher accuracy of each class 
to describe that the proposed method is good from other 
works. Other researchers detect exudates lesion to classify 
abnormal and normal retina, while we manage to detect 
some lesion characteristics of diabetic retinopathy such as 
exudates, redsmalldots, hemorrhages, and 
neovascularization. Our proposed method has higher 
accuracy in neovascularization (96%) and redsmalldots 
(92%). We also got 88% accuracy for exudates, and it is 
lower than other previous work because the different of data 
was used. 

 
TABLE III 

PERFORMANCE KNN MEASUREMENT ACCURACY 

 KNN 

 GLCM LBP SFTA 

redsmalldots 80% 88% 92% 

hemorrhages 69.23% 88.46% 80.77% 

hard exudates 76% 80% 88% 
soft exudates 68% 76% 76% 
neovascularization 92% 88% 96% 
 

TABLE IV 
COMPARISON OF RESULTS FOR LESION CHARACTERISTICS 

Method Data Accuracy Lesion 
Characteristics 

Ravishankar [5] 
STARE 
database 

95.7% Exudates 

Kumari [6] 
Personal 

data 
92% 

Neovascularization 
Exudates 

Ram [8] DiaretDB1 88% Hemorrhages 

Our proposed DiaretDB0 

88% 
96% 
92% 

88,46% 

Exudates 
Neovascularization 

Red small dots 
hemorrhages 

 

IV.  CONCLUSION 

This paper has presented a comparison of several 
combinations of feature extraction methods and 
classification methods to analyze lesion characteristics in 
diabetic retinopathy. From our results, we can conclude that 
among many combinations of feature extraction and 
classifier, the combination of SFTA (feature extraction) and 
KNN (classifier) is the best approach for detecting lesion 
characteristics of diabetic retinopathy. Other results show 
that neovascular lesion characteristics are the best lesion 
descriptor to distinguish normal and diabetic retinopathy. 
For future works, we could combine texture features and 
lesions characteristics as information to analyze big data 
images and other medical images. We can also improve the 
performance using advanced computing. 
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