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Abstract— Predicating the required building energy when it § in the design stage and before being constructednsiders a crucial
step for in charge people. Hence, the main aim ohis research is to accurately forecast the needediitding cooling energy per hour
for educational buildings at University of Technolog in Iraq. For this purpose, the feed forward artificial neural network (ANN) has

been selected as an efficient technique to develgpch a predication system. Firstly, the main builthg parameters have been
investigated and then only the most important onewere chosen to be used as inputs to the ANN modelowever, due to the long time
period that is required to collect actual consumeduilding energy in order to be employed for ANN moel training, the hourly

analysis program (HAP), which is a building simulaton software, has been utilized to produce a datalsa covering the summer
months in Iraq. Different training algorithms and range of learning rate values have been investigateéind the Bayesian
regularization backpropagation training algorithm and 0.05 learning rate were found very suitable forprecise cooling energy
prediction. To evaluate the performance of the opthized ANN model, mean square error (MSE) and correldon coefficient (R) have
been adopted. The MSE and R indices for the predicamn results proved that the optimized ANN model iaving a high predication

accuracy with 5.99*10° and 0.9994, respectively.

Keywords— cooling energy; artificial neural network; HAP software; energy management.

to population and different weather parametershsas
I. INTRODUCTION temperature, humidity, and solar radiation. Sixrgez data

; ; ; ; ; : from August 1987 to July 1992 were used for tragnthe
Rapid growth in population and industrial produntio

have increased the energy demand in recent decaties. modde:c and I%ne_ year from AU_?_lﬁSt 1992 to July 19929""6
continued high energy consumption worldwide hastted used for validation purposes. e2 mean square (MSE)
large number of environmental problems, includimgaad and deFermmaﬂon coefficient (R?) were 0.001 andog,
water pollution. Building sector, however, represethe respectively. For performance evaluathn the nemlea}vprk
leading energy consumer by consuming one-fifth fud t model was comparc_ed with th_e_regressmn model ut_éatg
world's total energy and severely accounts onetthfrthe that was not used in the training process. The eoisn
global greenhouse gas (GHG) emissions [1]. Amohghel result showed that the neural network model hasebet
required energy in typical buildings the HVAC predication performance than the regression modéh w

(heating ,ventilating, and air conditioning) systeconsume MSE reach to 0.001 for the former a’?d 0.011 fo”ﬂ?mr-
the most significant amount of electricity in residial In anot_her res_ea!“:h a number of hef_mng load casesresiq
buildings [2]. Thus, buildings have become the fotar the for various buildings, that were ranging from smtallarge,

decision makers when they try to design and impfeme were used to tra_in a suitable network for heatingdl
policies to effectively reduce energy consumptiom i forecast [4]. The aim was to produce a networkdmble to

buildings. Thus, it is important to develop energy har_ldle unusual cases .With minimum number of inputs,
consumption forecasting methods to reduce energyW.hICh were type of_wmdows and walls, and areas of
consumption and thereby reduce cost and envirorahent windows, walls, partitions and roors_,. Chaves [@]snj;.ned
pollution. ANN mod(_els thgt were able to predict energy congiomp

In this regard, many researchers have developéetetift f”md evqlutlon with an accuracy of up to 99%.‘ Campioity
algorithms based on artificial intelligence techrgq for in Brazil was t_aken as a case study, the input eaiee
energy prediction since 1990s. For example, Jaideami temperature, wind speeo!, time, day and month. _Nurnbe
and Al-Garni [3] deigned an artificial neural netlkanodel hidden Iayer_s _and learning rate were changed "“’“?f;‘"
to relate the electrical energy consumption in Saudbia evaluate their influence on the training resulte T¥pecific



goal was to compare the performance of differenirale
networks as an alternative to traditional forecestnethods.
A model for forecasting hourly electric load forlaxge
commercial office building in China based on radiakis
function neural network (RBFNN) has been condudigd
Mai, et al. [6]. This study has used 4776 datage® each
day) for training; input variables include weatlendition
(hot, cool and cold), day type, time and historicald. Four
different evaluation criteria, which are the medrsaute
percentage error (MAPE), root mean square error §EM
mean bias error (MBE) and’Rhave been considered for
best model selection. Ahmad, et al. [7] has conpdhe
performance of the widely-used feed-forward back-
propagation ANN with random forest (RF) in predigtithe
hourly HVAC electricity consumption of a hotel inadrid,
Spain. The values of performance metrics are catiedl
considering some or all of the ten input variablestdoor
air temperature, dew point temperature, relativenidity,
wind speed, hour of the day, day of the week, marfitthe

as windows, walls, doors, floors, roofs, people and
equipment. For accurate estimation results, buldin
specifications and climate conditions, includinffudie solar
radiation, external dry bulb temperature, prevgiliwind
speed and relative humidity, have to be suppliedthi®
program.

However, the building that have been investigatethis
research is located in Baghdad at 44.23E longi{u@@23N
latitude and elevation of 34.1 meters above thenmssa

level; specifically, it is the building of Mechaaic
Engineering Department at University of
Technology/Baghdad. It has four floors, includinget

ground floor (Fig. 1); the main specification oktbuilding

is summarized in Table I. Building structure is mgi
composed of huge steel beams, bricks and cemertamor
The physical properties of these materials, togethth the
glazing characteristics, are also used as patteoiriput data
to HAP software. The used outside temperature (arp
temperature) is 48C, taken from the Iragi meteorological

year, number of guests for the day, number of roomsand seismology organization, and the temperatigidénthe

booked). They concluded that the ANN performed
marginally better than RF. A recently conductedeagsh
has aimed to develop prediction models for HVAGated
energy saving in office buildings [8]The data-driven
modeling makes use of data gathered from severiggn
audit reports. These reports contain building andrgy
consumption data for 56 office buildings in Singagdlrwo
models are developed using multiple linear regoes@VLR)
and ANN. The results show that the ANN model is enor
accurate with mean MAPE of 14.8%. The best comlanat
of variables to achieve this comprise gross flomaa air
conditioning energy consumption, operational hoarsl
chiller plant efficiency.

In this research, however, the main objective idewelop
an ANN model for accurate estimation of hourly ¢ogl
energy of educational buildings. Building analysisgram,
HAP, is utilized for generating training and tegtidatabase
based on the climate records in Irag. After thistiea there
are six sections; Section Il shows the main charastics of
the investigated building in this research. Sectibh
discusses the ANN structure and the mathematicstems
that it is based upon. The input variables to tiNNAmodel
are discussed in Section IV while ANN training and
optimizing step is deliberated in Section V. Theules of
the designed ANN model are then presented in Sedflp
and finally, the conclusions of the paper are ptedi in
Section VII.

Il. MATERIAL AND METHOD

A. Data Generation and Building Characteristics

To obtain cooling energy data for the considered
buildings in this research in order to be emploj@dANN
model design, a building energy simulation softwiarased.
This software is called HAP (Hourly Analysis Progra
which is a powerful building simulation softwareveéped
by Carrier Corporation [9, 10]. It applies the ASAR
endorsed transfer function approach for hourlynesstion of
the building cooling load. It can perform a detdienalysis
for a 24-hour day, 12-month a year consideringaaplects
that could effect in increasing the required caplimad, such

building is considered to be comfortable at 24 relative
humidity (RH) 50%.

Fig. 1 Building of Mechanical Engineering Departmhen university of
technology, Baghdad/Iraq

TABLE |
SUMMARY OF BUILDING SPECIFICATIONS
Description Unit

Space volume 10137°m
Total exterior walls area 1736 m?
Total glass /windows/facade area 316 m?
Total roof area 1130 m?
Estimated total number of teachers / staff /

746
students
Total number of class rooms 14
Total number of offices 53
Total number of PC laps 3
Total number of conference halls 3
Ground reflection coefficient 0.2

B. Artificial Neural Network

Artificial neural network is a modelling algorithtiat
mimics the problem-solving that happens in humaainisr
[11, 12]. It contains an input layer, hidden lalgrérs, and
an output layer. Each layer contains simple conmguti
neurons, comparable to the neurons in the biolbgiearous
systems, joined to the neurons in the followingelayia
weightedconnections, but the neurons in the same layer are
not connected with each other. Pattern recognition,



classification and regression analysis represeat rtain
themes that the ANN can be used to solve. For weigh
calculation and error minimization backpropagation
algorithm, which is a computational method that Eyp
the gradient descenbptimization to tune the weight of
neurons until the gradients are reduced, is comynatillzed.
Fig. 2 illustrates a structure of a backpropagafAdiN with

a single hidden layer.

Input
Layer
Hidden
Wi;

I’ij Output
Layer

Fig. 2 Architecture of a feed-forward ANN [13]

The inputs to the ANN in Fig. 2 are
which are selected independent variables that tefééy
influencing building cooling load and is the predicated
cooling load. Additionally, let be the actual value of the
cooling load for the corresponding training data Sehe
corresponding weight to each node in the hiddeerlay
whereas the weight corresponding to each nodecittput
layer is . Number of input nodes, number of hidden layer
nodes and number of output nodes in the neuralarktere

, and 1, respectively. However,is the threshold of each
node. Training of ANN is firstly started by forvehr
propagation of the input data and hence the outpuhe
hidden ( ) and output ( ) layers will be as follows [12, 14].

@)
(2)

is the transfer/activation function, hence, thgn®iid
and Tansigmoid (Equation 3) functions are usuafigduin
the hidden layers [15]. Then, the difference betwdee
predicted and expected output vectors is evaluasaty the
square error function, which is calculated as indipn 4.

®3)

#

% 4
However, the error of the output node can be obthins
in Equation 5.
& % (5)
Hence, the weight and threshold in the output addem
layers are adjusted using the following formulas.

( () ( *& (6)
+ + & ©)
( () ( *& (8)
v ( ( *& ©)
where  ( and  ( are the weights correction at

iteration( and* is the learning rate of the neural network.

C. Input Variables to the ANN Model

Many different variables are influencing the coglin
energy demand of buildings [16]. These, for instamtlude
time of a year, building's location, which accoglineffects
on local temperature, humidity, wind speed, buidin
material and size, occupants activities, etc. H@ameusing
too many variables for designing an ANN model ig no
always leading to accurate predication results ahdpurse,
complicating the model [17]. Thus, in order to reeluthe
complexity of the ANN model and also to reduce the
required computational efforts and time only six sto
effective variables are utilized for ANN design, ielh are
chosen based on the reviewed papers [18-20]
preliminary analysis using HAP software. These alags
are discussed in the following paragraphs.

and

1) Time

The cooling loads are going to be calculated fahd@our
within the working/busy period, which is from 8:0®15:00
(the working hours in Irag). These busy hours repme the
most effective period that influence the energystonption
in the considered building. Thus, time variable basn used
as one of the inputs to the ANN (Table Il). HoweJarge
buildings, especially universities' building, am always be
fully occupied even during their busy period, whitleans
lighting and other appliance are not continuousiynéd on
throughout this period. Consequently, in order teate
accurate training data sets using HAP software chwihias
the capability to conduct 8760 hour-by-hour (hoofra year)
energy analysis [21], for the ANN design it has rbee
assumed that, based on long term visual observatien
building's occupancy ratio is 100% from 8:00 toQIR:60%
from 12:00 to 14:00 and 50% from 14:00 to 15:00eSén
percentages have been used in HAP which, accoydingl
vary the lighting and appliance load percentage.

2) Outdoor Dry-Bulb Temperature

Weather conditions that effect on the cooling loadude

dry and wet-bulb temperatures, humidity, wind spesd.
After investigating many papers [10, 19, 22] andlgzing
different buildings using HAP software has beenctaded
that the dry-bulb temperature has a significantdaotpn the
cooling load demand, because of its direct effecimultiple
energy sources. The hourly dry-bulb temperatureghef
hottest days in June, July, August and Septemigedeemed

in generating training data, since this researchlsdevith
estimating the required cooling load in Summer. The
temperature values are taken from HAP database afte
defining the building's location parameters, aswshdn
Table (I1). In Table (ll) can be seen that July aadjust are



having similar temperatures values. Also, the olgtdi
temperature values have been compared with theirfpem
the climate database of Baghdad city and was fahadl
they are very close except that of July, which quite
higher than the values that got from HAP. Thus,abhtined
temperature values of hottest day in July from dhmate
database are also considered in training the ANN.

3) Orientation

Building's orientation refers to the direction ofiet
building in which it is based and it affects theilthng
thermal performance by minimizing the direct sakatiation
on the building envelop [16]. In the literature hbsen
reported that the selection of building orientatiwas to be
done carefully considering the sun movements adaogrd
latitude, and time of day and month [16, 23, 24ju§, this
factor has been considered here as an importatur fitat
has to be properly selected by designers. Eiglentations
are studied using HAP and their results utilizedtfaining
the ANN model. The considered orientations arenghay
from the North-East (), the default building's orientation,
to the North (319 directions by which the original building
is changed by 45n the clockwise direction (Table I1).

4) Overall Heat Transfer Coefficient

Thermal energy transferred from outside hot amkaanc
the conditioned space of the building considerefective
external heat gain [10, 25]. In this case, the hisat
transferred by conduction through the external svalhus,
the increase in the external temperature diredfscts the
internal environment of buildings. Thermal overé&léat
transfer coefficient (U-Value) for external wallarcbe one
of the leading ways to determine the cooling load i
buildings. Reducing the heat transfer coefficiesdds to
reduce the transferred heat by conduction and coesgly
decreases the energy demand [26]. This can bevachley
using low heat transfer construction materials hme t
building’s envelope. Four different values of okdzeat
transfer coefficient for the external walls haveefe
deliberated in training of ANN, as presented in [€ab.
These values have been calculated based on the @ugnm
used construction materials in Irag.

5) Space Volume

It has been mentioned earlier that the investigated
building in this study has four floors and its egnditioned
space volume is 101373mwhich is estimated by adopting
the percentage of the lecture theaters, laboratostaff and
administration offices, since not all spaces inldings are
conditioned to a full comfort level. However, ateth
University of Technology there are buildings havimg to
six floors with quite similar percentages of leetuheaters,
laboratories and offices. Thus, in order to geriezdl the
proposed ANN model for the other buildings in the
university, five and six floors buildings are cateied. This
means that three values of space volume (Tableari)
examined in HAP and then used as inputs to the ANN.

6) Window to Wall Ratio (WWR)

Another crucial constituent that needs to be cansid for
energy efficiency purposes is window system, duehi®
important role that it plays in solar gain manageimand
heat exchange processes [20]. Thus, window to vedilb
(WWR), which is the ratio of the glazed surfacdtte gross
facade area, has been considered as one of thetampo
input variables to the ANN, since glass represehts
weakest thermal component in the building due gohigh
U- Value. The building becomes too cold in wintedaoo
hot in the summer if too high WWR is used; thigdig to
the heat loss, coming sunlight and heat througldeas [16,
20]. Here, three WWR ratios, shown in Table II, are
investigated using HAP and also the got resuluitized in
the training process of the ANN model.

D. ANN Model Design (Training, Testing, and Validajion

ANN model is mainly based on machine learning
approaches for accurate identification of a paldicu
relationship between the input and output pararegtster
being trained with adequate input and output diural
network toolbox under Matlab R2017a environment was
used to determine the ANN structure. Several mobaise
been tested by changing the number of hidden lagads
their neurons, in addition to use different typésictivation
functions and training algorithms. The used data fo
developing the ANN model, which have been estabitisim
HAP software for different building configurationgre
composed of 2608 patterns, each pattern containmgut
(discussed previously in Section Ill) parametersl ame
output parameter. The data are divided into twaigso the
first group is used for training the ANN model atite
second and third groups are for testing and vatidat, and
they represent 70%, 15% and 15% of the total pedfer
correspondingly.

The adopted indices that are used to evaluate the
performance of the designed ANN models and theecsel
the most appropriate one throughout this researehttae
mean square error-( ) and correlation coefficiend
which are calculated using Equations 10 and 1pecs/ely
[17, 27]. The average data change is indicated ISEM
which refers to a high predication accuracy ifviédue is too
low while R measures the connection between the ggte
of data and its value ranges from 0 (no correlatiori (high
correlation).

12%
0

7 6
489345 4

(10
(11)

7 . . .

7 - 6e 7 6
< 489343147 4895454

Where= and are two series corresponding to the
computed and predicted cooling load using HAP dmal t
developed ANN model, respectively, white and ; are
their means.



TABLE Il
RANGES OF THEINPUT PARAMETERS TO THEANN MODEL

Time (hour) 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00
Average Dry- June 27.1 30.2 33.3 35.9 38 394 40.3 40.4
Bulb July/August 28.8 32 35.3 38.2 40.4 42 43 43.2
Temperature September 25.9 29.2 325 35.2 37.4 38.9 39.7 39.8
(€ Design temp. 32.1 34.6 374 40.6 43.7 45.9 47.4 48
Building Orientation (degree) 0° 45° 90 135 180 225 270 31%
U-Value (W/m?.k) 0.4 0.8 1.2 1.6
Space Volume (M) 10137 12660 15189
Window to Wall Ratio 0.18 0.3 0.37
Learning rate (), which has firstly appeared in Equation

6 previously, is utilized for tuning the weightsdabiases of

an ANN model. A small learning rate value corregfmIo 0.99954

an extensive convergence time while increasingviiue

leads to instability and oscillation in the leampiprocess

[27]; thus, it is an important parameter needs ae=fally

selected. Different learning rate values, rangiragnf 0.005 ~

to 0.2, are tested to study its effect on the oteuti 0.9999 |

performances of the ANN model and then select tlostm

appropriate value. As illustrated in Fig. 3 and.Fg a

learning rate of 0.05 gives the lowest MSE and ésghR

values, therefore, it is going to be used in tragnihe ANN

model. 0.99988
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Fig. 3 Variation of mean square error with theéag rate

Various backpropagation training algorithms/funetio
have previously utilized in the literatures. Howeveach
algorithm requires different computational effondastorage
amount and there is no one algorithm suits all iapfibns
[28]. How the weights are upgraded, to reduce eraod
how the learning rate is modified, to reduce theveosgence
time, represent the main features that distingngshimongst
these algorithms. Generally, selection an algoritlen
achieved using a trial process as with learning 2T, 28].

Hence, nine popular training algorithms that arailable
in Matlab have been tested to decide which onesgthe
best result for this study.

Learining rate
Fig. 4 Variation of correlation coefficient withehearning rate

These algorithms include, for instance, Batch graidi
descent with variable learning rgteaingdx) Resilient back
propagation(trainrp) and Levenberg—Marquardtrainim)
[28]. Figures 5 and 6 illustrate the predictionfpemance of
the ANN model when different training algorithms reve
tested. From Fig. 6 can clearly be seen that whrambr’
algorithm is used the lowest MSE of 0.0006 is gates,
while the highest MSE of 0.043 is achieved whigaincgf
is applied. Accordingly, the highest R is achiewaith
lowest MSE of the ANN model, as indicated in Fignvfiere
R is approximately close to 1 for the training aition
‘trainbr’. Thus, trainbr’ algorithm, which is based on
Bayesian regularization backpropagation [29, 30§, i
employed in the training process of the ANN model.
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Fig. 5 Variation of mean square error with the trainingdtion
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Fig. 6 Variation of correlation coefficient withettraining function

Hence, the established optimum ANN structure tiagsy
the minimum error value is composed of five layeas,
shown in Fig. 7. The first layer is the input layeith six
independent inputs, and the fifth layer is the attiyer
with one dependent output, which is the predictedrly
cooling energy MIW-hr). Between the input and output
layers there are three hidden layers; the firstidwidlayer
contains 60 neurons, and the second and third dayave
only one neuron. The activation functions of thelden
layers are Tansigmoid, Linear and Tansigmoid, retsgaly;
the activation function of the output layer is Lane
Validation curve of the designed ANN model is preed in
Fig. 8, where MSE of training and testing data dases as
the epoch increases and the best performanceasdiest at
epoch 2487.

Meural Network

Fig. 7 The optimum structure of the designed ANNdeio

I1l. RESULT AND DISCUSSION

To validate the performance of the designed ANN ahod
liner regression analysis between the predicatealing
energy from the network and corresponding HAP tarige
investigated. Figure 9 shows the liner regressitot py
which the predication results are plotted versusPHasults.
The network outputs would be exactly equal thedt @ the
ANN training is perfect, but practically it rarebe so perfect.
Nevertheless, the correlation between the calallated
predicated values is indicated by R in Fig. 9;td value
equals one, this refers to an exact liner relatignbetween
the ANN and HAP results is found. Conversely, thierao
relationship between them if R value is close tmz&he R
values in this work for training and testing dats,indicated
in the corresponding figure, are 0.9995 and 0.999@vch
evidences an excellent fit between the target dathANN
output.

Also, for more verification, the obtained testingv®ues
when different data are input to the ANN model canegl
with R values in [19]. Figure 10 indicates that thet R
values in this research at different hours of thg dre quite
higher than those of [19], which gives a good iatan
about the accuracy of the designed ANN model.

Beost Training Performance is 5.9977e-06 at epoch 2487
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Fig. 10 Comparing the obtained correlation coedfits with result of [19]

For purpose of ANN model validation, the establtshe
optimum ANN model has been used to predict theiredqu
cooling energy when different data sets, that hastebeen
utilized/seen previously in the testing and valilafprocess,
are fed to it. Figure 11 displays the predicatealing
energy per hour from the optimized ANN (red square
markers) compared with their peers from HAP sofewar
(blue triangle markers). X-axis is the data seqaemdhere
176 data sets are utilized for validation step.uReof both
approaches are possessing a very similar behawidiich
confirms the accuracy of the designed ANN model.
However, this diversity in the results is due t@amging the
values of the input variables.



Moreover, Table Il contains eight input patternbene
the values of U-value, WWR, orientation and spacieme
of the building have not been changed and onlydtigebulb
temperature is varied with time. As can be seem th
temperature increases as time passes and, cordisglon
the computed and predicated energy using HAP andil AN
model increases too. However, the energy is deedeas
15:00 in spite of reaching the highest temperattinis, can

0.2

0.1

0.0

be related to decreasing the occupancy ratio (50%%#®0
as mentioned previously in Section V). Thus, indae
stated that the developed ANN model can be acdyrate
forecast the required hourly cooling load and tfoeee can
confidentially be used to help the building designén
selecting the best design conditions to minimigerdquired
cooling energy.

25 50 75

Pattern s

Fig. 11 Results of the designed ANN
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TABLE lll
OUTPUT OF THE DESIGNECANN AT DIFFERENT DRY-BULB TEMPERATURES
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1 321 8:00 1.6 0.36 O 10137 0.6791 0.689p 0.01%3
2 34.6 9:00 1.6 0.36) O 10137 0.7133 0.720p 0.0107
3 37.4 10:00 1.6 03§ O 1013y  0.7497 0.7595 0.01388
4 40.6 11:00 1.6 03§ O 1013y  0.7964 0.8135 0.0213
5 43.7 12:00 1.6 0.3 O 10137 0.843( 0.8804 0.0444
6 45.9 13:00 1.6 0.3 O 1013 0.8514 0.865p 0.0165
7 47.4 14:00 1.6 0.3 O 1013 0.8567 0.871y7 0.0175
8 48 15:00 1.6 0.36) O 10137 0.8474 0.8641 0.0195

IV. CONCLUSION

The commonly used software to estimate the codimg
heating) energy for buildings, such as HAP, ESHd a
EnergyPlus software, require high amount of infdrarato
accurately predict the energy consumption profile &
specific building. Surely, following such an apprbacould
be time consuming and needs high effort from agrevgith
quit good experience. However, using artificialeitigent
techniques, such as the ANN, for such types of ipation
considers a bit easier way, since the highest teffilas to be
spent just at the model design stage and aftervtlaed
designed model can be effortlessly used with legsiti

information. Therefore, the objective of this wonkas to
develop a robust ANN model for hourly cooling energ
predication for educational buildings with diffeten
construction configurations, buildings of Univeysitof
Technology in Iraq were taken as a case study.rAfte
preliminary consumed energy analysis and investigaof
previously conducted work in this field, only theosh
effective building parameters were select to bézet as
inputs to the ANN model, however, the output of &iéN
model was the required hourly cooling energy.

These parameters include time, outdoor dry-bulb
temperature, orientation of the building, overahhtransfer
coefficient, space volume and window to wall rftldWR).



To generate training data for designing the ANN eipd [12]
HAP software was devoted; by using it wide rangeisput

parameter were simulated to imitate different ursitg

buildings. The generated data were then used tigriése [13]
ANN model by utilizing Matlab neural network tookoTo
optimize the structure of the ANN model various ANN
arrangements with different number of hidden layéhsit [14]

having diverse number of neurons, were tested. Widely

applied statistical indicators, named mean squace MSE)

and correlation coefficient (R), were exploited for
assessment of the proposed ANN models. Also, two s
important factors, which are training algorithm dadrning
rate, were carefully selected based on the cakdilMSE
and R values. Thus, the considered optimum ANNcHire

is composed of five layers, input, output and thinggden
layers, respectively. The established best traimilggrithm

is Bayesian regularization backpropagation training
algorithm with 0.05 learning rate. After establisfithe
optimum ANN structure, different data sets that éhanot
been seen by the designed ANN were utilized toitesthe
results showed that the predicated hourly coolingrgy
from the ANN model was very accurate with 5.99*10-6
MSE and 0.9994 R.

[16]
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