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Abstract— Statistical Machine Translation (SMT) and Neural Machine Translation (NMT) are the state-of-the-art approaches in 
machine translation (MT). The translation produced by an SMT is based on the statistical analysis of text corpora, while NMT uses 
the deep neural network to model and to generate a translation. SMT and NMT have their strength and weaknesses. SMT may 
produce a better translation with a small parallel text corpus compared to NMT. Nevertheless, when the amount of parallel text 
available is large, the quality of the translation produced by NMT is often higher than SMT. Besides that, study also shown that the 
translation produced by SMT is better than NMT in cases where there is a domain mismatch between training and testing. SMT also 
has an advantage in long sentences. In addition, when a translation produced by an NMT is wrong, it is very difficult to find the error. 
In this paper, we investigate a hybrid approach that combines SMT and NMT to perform English to Malay translation. The 
motivation for using a hybrid machine translation is to combine the strength of both approaches to produce a more accurate 
translation. Our approach uses the multi-source encoder-decoder long short-term memory (LSTM) architecture. The architecture 
uses two encoders, one to embed the sentence to be translated, and another encoder to embed the initial translation produced by 
SMT. The translation from the SMT can be viewed as a “suggestion translation” to the neural MT. Our experiments show that the 
hybrid MT increases the BLEU scores of our best baseline machine translation in the computer science domain and news domain 
from 21.21 and 48.35 to 35.97 and 61.81 respectively.  
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I. INTRODUCTION 

Machine Translation (MT) is a process of translating text 
from a source language (for example English) to a target 
language (for example Malay) using a software. The 
maturity of the technology allows it to be used by everyone 
in his or her daily life. Two state-of-the-art MT architectures 
are statistical machine translation (SMT) and neural machine 
translation (NMT). One of the most popular NMT uses an 
encoder-decoder architecture [1].  The translation produced 
by a SMT is based on the statistical analysis of text corpora. 

On the other hand, NMT uses the deep neural network to 
model and to generate a translation. The elementary unit of 
translation in SMT is word/phrase, but in NMT it is a vector. 
NMT uses word embedding to convert word to vector before 
input to NMT.  Both are data-driven approaches that learn 
from parallel text corpus to build a translation model, but 
SMT will require an additional text corpus in the target 
language to build a language model. SMT and NMT have 
their strength and weaknesses. SMT may produce a better 
translation with a small parallel text corpus compared to 
NMT. 

Nevertheless, when the amount of parallel text available is 
large, the quality of the translation produced by NMT is 

often higher than SMT [2;3]. Besides that, a study [3] also 
shown that the translation produced by SMT is better than 
NMT in cases where there is a domain mismatch between 
training and testing. SMT also has an advantage in long 
sentences [3]. Also, when an NMT produces erroneous 
translation, it is tough to troubleshoot because the translation 
produced is models by an enormous number of parameters in 
the neural networks. However, on a SMT, the possible 
translations of a word/phrase can be retrieved from the 
bilingual phrase table. 

There are attempts to combine both SMT and NMT to 
harvest the strength of both approaches. Since SMT and 
NMT have different strength in different areas, the idea is 
that combining both approaches will produce a better 
translation.  Many works show that combining SMT and 
NMT results in a better MT system. Cho et al. [4] showed 
that the translation quality of SMT was improved when 
recurrent neural network (RNN) encoder-decoder was used 
to calculate the conditional probabilities of phrase pairs as an 
additional feature in the existing log-linear model. Sutskever 
et al. [5] used long-short-term memory (LSTM) networks to 
restore the 1000-best translations produced by an SMT, and 
this simple approach improves the BLEU score from 33.3 to 
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36.5.  Another study [6] combined SMT and NMT by using 
SMT features and phrase-based models in NMT search 
improves MT BLEU score as much as 2.3. 

On the other hand, Stahlberg et al. [7] proposed a hybrid 
SMT and NMT model by minimizing the Bayes-risk where 
the NMT score is combined with the Bayes-risk of the 
translation according to the SMT lattice. Besides that, Wang 
et al. [8] also proposed to incorporate the SMT model into 
NMT framework where SMT produces a hypothesis, which 
is used as a suggestion by NMT. Du et al. [9] proposed a 
cascaded hybrid framework to combine NMT and SMT to 
improve the translation quality. On the other hand, Dabre et 
al. [10] used concatenate the source sentences to form a 
single long multi-source input sentence in multiple 
languages, Zoph and Knight [11] built a multi-source 
machine translation model and train to maximize the 
probability of a target string and Zhang et al. [12] proposed 
to extend the original encoder-decoder framework to 
multiple encoders and decoders.  

In this paper, we propose to use multi-source encoder-
decoder as a hybrid MT architecture in English-Malay 
translation. The idea of using the multi-source encoder-
decoder NMT architecture as the hybrid MT is to use SMT 
to give translation suggestion to the multi-source encoder-
decoder NMT. The multi-source encoder-decoder NMT will 
learn and model the translation suggestion and original 
sentence to be translated to produce a better translation. 
Many studies have shown that deep neural networks can 
learn and generalize given a vast amount of data. 

II. MATERIAL AND METHOD 

A. Statistical machine translation 
Statistical Machine Translation (SMT) is one of the 

computer-based translation approaches that is based on 
statistical methods introduced since the mid of 20th century. 
The popularity of SMT is due to the translation architecture 
that is based on strong mathematical theories [13], good 
quality translation in many tests run, and the existence of 
toolkits, which can be used for building MT models within a 
short time.  

SMT takes a source language sentence, S = s1, s2, …, sn , 
and generates a target sentence T = t1, t2, … tn in the target 
language. In a probabilistic model, the best target language 
sentence, T* is the one whose probability P(T|S) is the 
highest. The equation will be decomposed by using Bayes 
theorem as follow:  
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P(T) is the probability of the target language sentence, 

and it is evaluated using a language model. The language 
model for a language is built using a text corpus. The 
language model stores the statistics for word sequences. 
Usually, the probability for 3 words sequence, called 3-
grams, is used. Hence, a language model functions as a 
grammar in the form of statistics for SMT. 

On the other hand, P(S|T) is the probability of the source 
language sentence given a target language sentence. A 
translation model consists of a phrase translation table and a 
reordering table. The phrase translation table contains 
phrases and their translations. Each translation is assigned a 
probability. While the reordering table stores information, 
regarding the rearrangement of target phrases. A translation 
model should be built using parallel corpus. 

P(T) is the probability of a target language sentence, 
which is modeled by a language model. The language model 
for the target language can be built with a target language 
text corpus. On the other hand, P(S|T) is the probability of a 
source sentence given the target sentence, which is modeled 
by a translation model. The model is built using a parallel 
corpus. Thus, the quality of a machine translation system 
largely depends on the availability of the large number of 
resources to build a robust language model and translation 
model. For low resourced language, the limited amount of 
these resources will proof building a reasonable good SMT 
system difficult. 

As an example, Fig. 1 shows an English sentence “serve 
the rice hot” and the translation in Malay. Below each 
English word or phrase is given the possible “translation,” 
which are obtained through the alignment of parallel text. 
Referring to this example, the word “serve” has nine 
translations in Malay. The translation for each word/phrase 
and its probability/weight (not shown in the figure). Source 
and target word pair in the parallel corpus that is frequently 
aligned together will have a higher weight, P(si | tj). Besides 
that, there is also a (Malay) n-gram language model weight. 
The word sequences that are frequently found in the text will 
have higher weights. For example, the word sequences 
“menyajikan nasi” and “menghidangkan nasi,” “ nasi panas”, 
“nasi hangat” and others will have high (2-grams) weights 
because these 2 words sequences can be found a lot in Malay 
texts. On the other hand, 2-grams sequences such as 
“bertugas nasi”, “ padi marah”, “ nasi seksi” will have a 
weight equal to zero or very low because they are rarely 
found in the text corpus. There are many possible 
combinations of Malay words that can be formed, 882 in 
total. The SMT decoder will choose the word combination 
that the product is the highest when the weights from the 
translation model and language model are multiplied as the 
translation. Popular implementations of SMT are Pharaoh 
[13], which was succeeded by the open source Moses [14]. 
Phramer [15] is a Java implementation of a phrase-based 
statistical system and so on. GIZA++ [16] and MTTK [17] 
are tools for word/phrase alignment. 

 
Fig 1. Translating the sentence “serve the rice hot” using SMT. 
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B. Neural machine translation 
Artificial neural networks have been applied in many 

fields, for example, image recognition, face recognition, 
speech synthesis, muscle simulation [18], etc. The success is 
due to the introduction and advancement of approaches in 
convolutional neural networks (CNN) and recurrent neural 
networks (RNN) that models very complex patterns using 
deep layers of neural networks. CNN are special feed 
forward neural networks that allow deep neural networks 
(DNN) to be built and modeled using local receptive fields, 
pooling, and weight sharing [19]. CNN is an example that 
has shown exceptional accuracy in image classification [20]. 
On the other hand, in sequential pattern modeling such as 
sentences, weather, video and translation, RNN is the 
potential to produce excellent results. 

Generally, a neural network consists of connected neurons. 
A basic neuron ni with input xj is multiplied with the weight 
wij  and summed as z (eq 4). The value of z is normalized to a 
value between 0 and 1 using a logistic function (like tanh 
function and ReLU function) to get output h (eq 5).  
 

 z = Σ wixi                                         (4) 

 h = logistics(z)                                    (5) 

Typically, more than one neuron is used for modeling and 
prediction. Additionally, the output of a neuron can be input 
into the next neuron, and this form a feedforward neural 
network. See Fig. 2.  
 

 

 

 

 

 

 

 

 

 

 

Fig. 2 A two-layered feedforward neural networks 

If neural networks are used for classification purposes, 
output h will be input into a softmax output neuron layer. In 
general, softmax is a shared logistics function. The modeling 
of neural network parameters is done by using the back 
propagation algorithm. In the beginning, the neural network 
will be initialized with the appropriate values. Then, training 
data (for example x1 and x2) are inserted into the neural 
network from the outer neural layer, and the predictions (for 
example h1, h2, and h3) produced are compared to the 
expected values found in the training data. The difference 
between predictions and expectations in training data will be 
calculated (usually with mean square errors or cross-entropy) 
and backpropagated so that the neural network parameters 
are altered to reduce the difference between forecasts and 
expectations. This process is repeated until converged. 

On the other hand, a recurrent neuron looks like a typical 
neuron, but it has an additional feedback loop to allow 

present information to be used for a subsequent neuron to 
make decisions. RNN can be considered as multiple copies 
of the same recurrent neurons that convey information to 
themselves as shown in Fig. 3. There are many variations of 
the recurrent neuron. Fig. 3 shows a simple recurrent neuron 
where it is inputted and produces output yt.  The output yi is 
also feedback to the subsequent neuron. In some other type 
of recurrent neuron known as a recurrent cell, a state hi 
instead of output yi, which is the function of input xt and 
previous state hi-1 is feedback to the next neuron.  

 

 

 

 

 
Fig. 3 A layer of recurrent neuron [21] 

The RNN encoder-decoder architecture is a widely used 
architecture in neural machine translation [21]. Fig. 4 shows 
an example where it is used for decoding. The encoder-
decoder architecture can be visualized as two RNN, namely 
the RNN encoder and RNN decoder. The RNN of the 
encoder looks like a typical RNN except that the output is 
ignored. A word-embedding module will convert a word to 
vector. The vectors are then inputted to the encoder. The 
RNN of the decoder converts the vector h received from the 
encoder to words. Notice that the vector of the tag <GO> 
will be entered as the first input, x1 into the decoder to 
initiate the generation of a translation. During testing, the 
decoder will predict vector yt. The output vector will be used 
as an input, xt+1 to the next cell in the decoder. This process 
repeats until the <EOS> tag is generated. On the other hand, 
during training, the output yt is ignored and the actual 
reference rt is used as input to the decoder instead. 
 

 
 
 

 

Fig. 4 RNN encoder-decoder architecture [22] 

Many advancements have been introduced to this 
architecture. First, as with other neural network architectures, 
RNN of the encoders and decoders may consist of more than 
one layer. Adding more layers of neurons usually allows for 
better modeling. This can be achieved in two ways. First, an 
extra layer can be added at the encoder to process words in 
backward order. This approach is called bidirectional RNN. 
It allows the encoder to capture the information of a sentence 
from the front and back of a sentence. Besides that, 
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additional RNN layers may also be piled on existing RNN 
layers on encoders and decoders. Second, an attention 
mechanism was introduced to allow for re-referencing to the 
input during decoding [22]. 

Additionally, more than one NMT models can be 
combined through ensemble modelling to produce a better 

translation. The main idea of this approach is that each NMT 
has different errors in translation modelling. By using 
several shared models, the translation error can be reduced 
thus further improving the quality of the translation 
produced. 

 
 

 

 

 

 

 

 

 

 

 

                                              Fig. 5 Multi-Source Encoder-Decoder LSTM [10]

C. Hybrid MT using multi-source encoder-decoder 
architecture 

SMT and NMT have their strength in machine translation. 
In this paper, we combine the strength of an SMT into an 
NMT using a multi-encoder-decoder LSTM network for 
English-Malay translation. Fig. 5 shows the setup for 
English-Malay translation. 

In general, we use a baseline SMT to translate a sentence 
in English to Malay. The idea is to use the translation 
produced by the SMT to assist the NMT in the translation. 
The translation produced by the SMT will be input into an 
encoder consist of LSTM network. At the same time, 
another encoder that also consists of LSTM network receives 
the input of the original sentence in English. Each encoder 
will embed the meaning of the sentence as a vector and send 
it to a decoder. The decoder then processes the vectors and 
emits the translation. For example, in Fig. 1, the SMT 
translate the English sentence “serve the rice hot” to 
“berkhidmat panas nasi.” Both the English sentence and the 
translation produced by the SMT will be input to the multi-
source NMT. The words are first converted to vectors 
through word embedding. The encoders can be imagined as 
a process that performs sentence embedding. The sentence 
vectors produced by the two encoders will be combined.  

The approach works by concatenating the two hidden 
states from two source encoders. An LSTM variant 
combines the two hidden states and cells. The cell states 
from each encoder have their own forget gates. The final cell 
state and hidden state are calculated as in a normal LSTM as 
follow: 
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Where i in equation 6 is an input gate of a typical LSTM 
cell. In equation 7, there are two forget gates indexed by the 
subscript i. In equation 8, o is the output gate of a normal 
LSTM, and ⊙ is element-wise multiplication.  

During training, the actual reference/translation of a 
sentence is known. At the decoder, a special tag <GO> will 
be input, the first word of the translation, which is 
“menghidangkan” is expected. The weights of the networks 
will be adjusted using the backpropagation algorithm. The 
word will then be input to the decoder, and the second word, 
which is “easy” is expected. The process continues until a 
special tag <EOS> is produced.  
 
D. The English-Malay parallel text corpus 

In this section, we describe our work to collect our 
English-Malay parallel text corpus. This corpus consists of 
parallel text for training and testing. Parallel text for training 
was extracted from bilingual dictionaries, theses, and articles. 
The testing part was extracted from news articles and exam 
questions. A bilingual dictionary contains a lot of bilingual 
phrases and example sentences that can be a starting point 
for building a parallel text corpus. The other sources of 
English-Malay parallel sentences are theses and articles. In 
Malaysia, it is customary in many journals and theses to 
have the abstract to be written in Malay and English. Also, 
an abstract from an article also contains many recent terms 
from different domains that are useful in translation. Thus, 
the abstract of these documents provides another source for 
us to extract English-Malay parallel text.   

The English-Malay bilingual dictionary contains many 
examples of translations for words, phrases and sentences 
that can be used as parallel text for the general domain. To 
extract the text, an OCR was first used to convert scanned 
document to text. The order and position of the source and 
target language sentences of interest were determined in the 
text manually, and regular expressions were used to extract 

SMT 

serve the rice hot 

berkhidmat panas nasi serve    the     rice   hot 

berkhidmat panas nasi 

<GO> menghidangkan nasi panas 

menghidangkan nasi panas <EOS> 

Multi-Encoder-Decoder LSTM 
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Hybrid MT  

these sentences. In some cases, language identification 
algorithm has to be used to separate the sentences. One way 
is by using n-gram language model. Spelling correction were 
also carried out. This were done using minimum edit 
distance and n-gram model.  

The other source where English-Malay parallel text can 
be found is in the abstract of a document. The theses 
produced by Universiti Sains Malaysia were downloaded 
from an open access repository web site using web crawlers. 
A total of 2687 theses from 1981 to 2015 were downloaded. 
The same method was applied to articles from local journals. 
These theses are from various fields such as social science, 
humanities, business, computer science, engineering and so 
forth. 

On the other hand, the journal is from the science and 
applied science domain. The title and abstract were 
identified using keywords. The text was segmented based on 
the sentence, and some pre-processing was performed such 
as separating the punctuations from words and converting 
uppercase letters to lowercase letters. The last step is to align 
the sentences in the English abstract file to the 
corresponding sentence in the Malay abstract file 
automatically using an alignment algorithm. This was done 
because the sentences in both languages are not necessarily 
in the same order. Also, not every sentence in the abstract 
was translated. The BleuAlign tool [23] was used for 
aligning the sentences. The BlueAlign approach uses a 
BLEU score for aligning sentences. The BLEU formula, in 
this case, is modified slightly to count until 2-grams only 
and not 4-grams. The BLEU score is a metric commonly 
used to evaluate the quality of a translation by comparing 
translation hypotheses/outputs with the reference translation. 
To align a source sentence to the right target sentence, a 
reference translation for the source sentence has to be 
created first. The reference translation was generated using 
an initial SMT. BleuAlign will then find the target language 
sentence that has the highest BLEU score for each reference 
translation.  

For testing an MT, a different set of parallel text test was 
collected. The tests evaluate MTs in both the news domain 
and computer science domain. For news domain, the parallel 

text was extracted from Malaysiakini [24] news portal that 
produces news in English and Malay. Most of the news 
generated by this portal contains passages and sentences that 
are similar. For testing MT on a CS domain, we extracted 
English-Malay parallel sentences from the exam questions of 
the School of Computer Sciences, Universiti Sains Malaysia. 
These examination papers are a good source for building a 
parallel text corpus because the exam questions exist in 
bilingual since the year 2000. 

III.  RESULTS AND DISCUSSION 

Before the experiments carried out on our proposed 
hybrid MT is presented, we first discuss the performance of 
the baseline SMT and baseline NMT. The baseline English-
Malay SMT was built using Moses toolkit [14]. We used the 
English-Malay parallel text corpus collected contains 478 
thousand parallel sentences for training the MT models. For 
testing, two thousand English-Malay parallel sentences from 
computer science (CS) domain and news domain were used. 
GIZA++ was used to create the phrase translation model. A 
Malay text corpus [25] with about 870 MB was used to build 
4-grams language models using SRILM [26]. 

On the other hand, our baseline English-Malay NTM used 
in the experiment was from a generic bidirectional LSTM 
encoder-decoder architecture with attention mechanism [27]. 
This NMT was based on Tensorflow 1.2, an open source 
software from Google. The encoder and decoder were 
configured as follow: one hidden layer, 512 states, no drop 
off and 60 thousand vocabularies. Additional out of 
vocabulary (OOV) words, words that do not occur in the 
training data, handling were added in the NMT. Two 
approaches were used. First, all numbers in digits and 
decimal numbers were normalized to <DIGIT> and 
<REAL> respectively using regular expression. Secondly, to 
overcome the problem of unknown English proper nouns 
that have the same surface form in Malay, we applied two 
approaches. The first approach simply replaced all <UNK> 
found in the hypothesis with OOV words extracted from the 
source language sentence in sequence. 
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Fig. 6  Training and testing in hybrid MT 
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TABLE I 
BASELINE ENGLISH-MALAY SMT AND BASELINE ENGLISH-MALAY NMT 

RESULTS 

Approaches CS News 

Baseline SMT 21.13 48.35 

Baseline NMT 20.92 39.91 

Baseline NMT + OOV 21.21 40.92 

 

TABLE I shows the experimental results of baseline 
English-Malay SMT and baseline English-Malay NMT. The 
BLEU score for the baseline SMT was higher compared to 
the baseline NMT in the news domain.  The baseline SMT 
obtained a BLEU score of 48.35, while the BLEU score for 
the baseline NMT is only 39.31. The usage of a language 
model in SMT was the reason why SMT obtained a very 
high BLEU score in the news domain. The 4-grams language 
model was trained using text extracted from online news 
articles. This result shows that SMT performs better in the 
in-domain test than NMT.  In the CS domain, baseline SMT 
also produced a better result compared to baseline NMT. 
However, when additional OOV handling was carried out on 
NMT, the BLEU score improved to 40.92. The result on out-
of-domain (CS) test showed that the performance of SMT 
and NMT are nearly the same. This result is different from 
the conclusion obtained in [3]. Probably the reason for the 
difference is because the data for the CS domain test was 
from exam questions, and most of the sentences still have a 
general structure even though there are CS OOV words in 
the sentences.  

Next, we presented the setup of our proposed hybrid MT. 
Fig. 6 shows the steps to train the hybrid MT. The SMT used 
in the proposed hybrid MT was trained slightly differently. 
From Fig. 6, one will notice that the same parallel text was 
used for training the SMT translation model and also 
training the hybrid MT model. The English text of the 
parallel text was decoded by the SMT. The translation in 
Malay produced will then be input to the hybrid NMT 
(multi-source encoder-decoder LSTM). Since we used the 
same data in SMT for training the SMT translation model 
and also for decoding, we do not want the English-Malay 
SMT translation model to overfit, or else the hybrid MT will 
ignore the other input source in English. To do that, we set 
the maximum size of a phrase to 2 when building the SMT 
translation model, and during decoding, a 3-grams language 
model was used. Note that during testing, a 4-grams 
language model will be used instead. The hybrid MT 
consists of two bi-directional encoders and a decoder of 
LSTM networks. The other configuration was as follow: one 
hidden layer, 512 states, no drop off and 60 thousand 
vocabularies. 

TABLE II shows the BLEU scores obtained using the 
hybrid MT. The results are very encouraging. In all the tests, 
the hybrid MT performs significantly better than both SMT 
and NMT. The best baseline NMT that we obtained for CS 
domain was 21.17 and 48.35 for the news domain. On the 
other hand, the hybrid approach produced a translation with 
the BLEU score of 34.83 in the CS domain and 60.05 in the 
news domain. When OOV handling was carried out, the 
BLEU score improved to 35.97 and 61.81 respectively. The 

results show that the hybrid NMT uses the suggested 
translation from the SMT and improve it further.  

 

TABLE II 
BLEU SCORE RESULT FOR HYBRID MT.  

Approaches CS News 
Hybrid MT 34.83 60.05 

Hybrid MT + OOV 35.97 61.81 

 
      Finally, we also investigate the effect of sentence length 
on SMT, NMT and hybrid MT. See Table III. The study [3] 
show that NMT has a lower BLEU score on long sentences 
than SMT. We separate the test set based on sentence length 
to 5 groups: sentence with less than or equal to 5 words, 
sentence with 6 to 10 words, sentence with 11 to 20 words 
and sentence with 20 to 30 words, and sentence with more 
than 30 words. We will compare the results for SMT and 
NMT on the CS domain since the test result on the domain is 
nearly the same (nevertheless, we also provide the results for 
news domain in the Table III below). On SMT, NMT and 
hybrid MT, all have better BLEU score when the sentence 
length increase. The reason longer sentence has a higher 
BLEU score is because the MT is able to use more 
contextual information to predict the translation. The results 
show that NMT performs worse than SMT on sentences that 
are short (6 to 10 words) and very long (more than 30 words). 
NMT performs the best on sentences that have an average 
length (20-30 words). Hybrid MT gives the higher quality 
translation compared to SMT and NMT in all cases 
(different sentence length). 
 

TABLE III 
DIFFERENT SENTENCE LENGTH AND BLEU SCORE RESULT FOR SMT, NMT 

AND HYBRID MT.  

 

IV.  CONCLUSIONS 

In this research paper, we proved that the hybrid MT 
improves the quality of the translation of SMT and NMT. 
The hybrid MT uses the suggestion translation from the 
SMT and improves the translation that it produces. The 
BLEU score increases from 21.21, 48.35 to 35.97, and 61.81 
for CS domain and news domain respectively. The results 
show that for in-domain (news) translation, SMT produces 
better result due to the language model. In term of sentence 
length and BLEU score, NMT perform worse than SMT 
when the sentence to translate is short and very long. Our 
experiments show that the hybrid MT using multi-source 

Num. 
of 
words 

BLEU Score 

SMT NMT Hybrid 

CS News CS News CS News 

Ave. 21.13 49.59 21.21 40.92 35.97 61.81 

<= 5  15.85 - 16.56 - 25.04 - 

6-10 19.68 38.01 17.95 31.31 29.95 46.68 

11- 20 19.87 53.46 21.00 43.01 33.76 61.92 

20-30 22.14 51.58 23.17 44.20 35.71 64.03 
>30 23.88 48.52 23.12 39.23 35.40 59.36 
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encoder-decoder long-short-term memory produce the 
translation with higher BLEU score compared to SMT and 
NMT in all cases.  
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