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Abstract— The presence of diacriticsShadda in Arabic continuous speech may lead to the reduction of the accuracy of automatic
Word Boundary Detection (WBD), which caused one word will be wrongly detected as two words. Therefore, this will affect the
accuracy of Automatic Speech Recognition (ASR), if it is based on WBBhadda is one of the essential characteristics of the Arabic
language which represents a consonant doubling. In this paper, a proposed method of automatic detectiorsitdidda in Modern
Standard Arabic (MSA) continuous speech was introduced to improve the accuracy of WBD in MSA continuous speech. The prosodic
features namely Short Time Energy (STE), Fundamental Frequency and Intensity were investigated for its ability 8adda pattern
detection in continuous MSA speech. We have analyzed the proposed features by implementing a separated algorithm for each
feature to detectShadda pattern automatically. In addition, a new proposed method which is a combination of STE and Intensity
were introduced. The dataset in this work is a collection of 1-hour TV broadcast news from Aljazeera Arabic TV channel for 2018 -
broadcasters. We found that the Shadda pattern is very similar to unvoiced regions of speech, and this represents a big challenge for
the improvement of WDB using Shadda. Results showed that the detection of Shadda using Short Time Energy and Intensity
outperforms the Fundamental frequency with 55% of accuracy. Intensity achieved 71.5% in accuracy. In addition, a combination
between Intensity & STE features was performed and achieved good results with 67.15% in accuracy. The number of false positive
too has been reduced compared to Intensity alone.

Keywords— shadda; gemination; word boundary; modern standard Arabic; short time energy; fundamental frequency; intensity.

example, the Arabic language has complexity in morphology
I. INTRODUCTION as compared to other languages such as English [5]. Hence,
tenough knowledge of Arabic language must be addressed by

h ing for the Arabic | [ field th
Speech processing for the Arabic language is a fie afthe researchers.

worth study, because of the complexity and characteristics o The Arabic | . ficial | for 22
the Arabic language, which must be taken in account when € Arabic gn%uage Ilc? gn 'IE)h 'C'Z ;ngluage or.

designing the recognizer of Arabic Speech Recognition countries around the wor [6]. The rabic ang.uage IS a
(ASR) [1]. One particular and important field in speech Semitic language and it has three main forms: Classical

processing is identifying the WBD in continuous speech [2]. Arabic (CA), M.SA and dialectal Arabic [7]'. (.:A Is the
Ilanguage used in the resource of Muslims religious, such as

WBD has been investigated by many researchers for sever ) ) ; . .
9 y y 6H-Iadlth and Quran and in ancient Arabic manuscripts such as

decades, due to the impact of this field in many speech SA fficial , db q
applications and the nature of challenges of the problem, and?0etry- MSA Is an official version used by government an

it is still an active scientific field of research [3]. agencies [7]. D|ale_ctal Ar-ab|lc mcIudgs all form_s of
In the Arabic language, same as in other languages, thecurren.tly spoken Arabic n daily I|fe [.8]' Dlalectal Argb|c or

process of building an efficient ASR system is affected by sometimes called Cplloqwal Arabic, IS widely used in social
identifying the word boundary process, because the accurac edia and many of its words are denv_ed from MSA [9]. Thg
of ASR recognizers depends on efficient detection of word SA language has 34 phonemes, six of which are basic
boundaries [4]. Hence, to build an efficient ASR system for vowels, three _Iong and three_ short vowels, and 28 are
Arabic, a researcher must have enough knowledge ofconsonantswhich are the Arabic Alphabet [10].

technical details as well as enough experience in the Arabic MSA has many characteristics and phonetic features that

language, which is a barrier for many researchers [1]. For®@" d'St'ngl.“Sh it from another Iangu_age. Some of these
characteristics are the presence of particular consonants such
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as pharyngeal, glottal and emphatic consonants [11]. Inpointed to the problem ofhaddain Arabic, but, none of
addition, one of the essential characteristics of the Arabicthem introduced a separated paper relatethaddapatterns
language isShaddawhich represents a consonant doubling detection

and stressing [12]Shaddais not represented by letters, but In respect with the problem &hadda Hachour et al in

by diacritics. A diacritic is a short stroke appended above or[17] tried to resolve the problem @&haddain standard
below the consonant [11]. The meaning of a word with or Arabic from the side of speech synthesis. They depend on
without diacritics Shaddacan be definitely different and the comparison between the curve energy of the VC2V,

leads to ambiguity. For example, the Arabic wogsh®/ (where V represents a vowel, C2 represents the gemination
(DaRaSa) withoutShadda'he studied' differs than word ©Of @ consonant). Ferrat & Guerti in [18] presented a study
Jou¥ (DaR:RaSa) withShaddahe taught' [13]. that used the acoustic feature (energy and durations) and

articulatory features to analyze the pattern of Shadda in
MSA. They showed how the energy is decreased during the
pronunciation of Shadda In addition, they showed the
relation between theShaddaand the vowels following

The presence of diacriticShadda(double/geminate the
consonant length) in Arabic speech, causes a special issu
which may lead to errors in the process of WHbhadda
always occurs on syllable boundaries within a word, the first
(hypothetical) consonant belonging to the leading syllable Sha(jda. .
and the second (hypothetical) consonant belonging to the W'th. regard to the Improvements of WBD, the process of
following syllable [14]. This gemination is not realized as a WBD s bas_ed on the segmentation Of. spe_ech into_small
doubling of a consonant only, but by increasing the duration chans by.flrst. Th? speech segmentation IS a process to
of the pronunciation of the consonant, and this realization 9Vide continuous signals of speech waves into segmented
differs depending on the type of consonant as in [14]. waves that carry meaning such as words or phonemes [19].

Hence, with the presence &hadda a word may be _There are other me'ghods and technlque_s that were used to
detected as two words. This may add challenges in the!MpProve the WBD, different fronShadda Biadsy et al [20]

process of WBD. Therefore, a good detection fhagla introduced Arabic pronunciation dictionary for phone and
pattern may lead to a good WBD.

word recognition, depending on some linguistic
Davis & Ragheb in [15], showed that Shadda might come pronunciations rules.. Study showed the importance of qung

in the middle of the W(;rd or at the end of the word these rules in the improvements of the word recognition

Furthermore, it is difficult to be detected [16] " accuracy in MSA. The study improved the absolute accuracy

In this research, we focus on the detection of the patternsOlc phone recognition by 3.77%~7.29%. Al-Irhaim & Saeed

of Shaddain MSA continuous speech to improve WBD. We in [21] used Wavelet Neural Network to perform Arabic

showed to what extent the detectionStfaddapatterns will word recognition using amplitu_de. to detect the end of t_he
improve WBD. In addition, other patterns which are very WOrd- They suggested the beginning of the word depending

similar to the patterns @haddahave been shown on the amplitude crossing over a pre-defined threshold value.
This paper is structured as follows: Section Il presents They showed that it is still at the voiced region while the

material and methods which describes related work, featureé’jlmplitUde of these signals still_over the threshold value, and
selection and description of the features used in this researcII{::en the end of word detected if the amplitude became below

as well as the experimental setup and automatic detection fof '€ thrgghold for a predefined time. They achieved 77% in
recognition accuracy.

E)rrl?\?vde% bi?ﬁgocnor:cl:llugirgr? ?: geé?i?)nrf\f. ults and discussion, AlDahri & AIotgibi [22] used Voic;e. Onset Time (VOT)
to perform classifying and recognizing two MSA stops,
namely /t/ and /d/. The stop /d/ is voiced sound but /t/ is
unvoiced. They based on the energy of the signals, and
The presence ofShaddamay affect the process of fyndamental frequency to detect the start of stop release,
conducting automatic word boundary detection, in which cjosure, and voicing. They concluded that the VOT is always
one word may be wrongly detected as two words. Previouspositive regardless of the stop voicing. In addition, the
researchers have addressed the probleBhafidafrom the voiced consonant /d/ in the VOT is less than half of its value
point of the relationship betweeShaddaand feature of in ynvoiced one. the VOT value of /t/ stop in MSA Arabic is
duration, FO, energy and intensity. However, none of the higher than their values in other Arabic dialects and
previous research address the detectiorSb&ddausing languages. Diehl et al [23] introduced a word-boundary
these features. In this research, Shadda detection has beefpntext modelling for MSA. They improved the Cambridge
addressed and implemented as well. In this section, relatedhrabic Large Vocabulary Continuous Speech Recognition
works for Shaddaand feature selection are presented. In (LyvCSR) Speech-to-Text (STT) system. They used word-
addition, we introduced the experimental setup which poundary context information to mark the phonetic units of a
presented the extraction of feature and the detection ofword in the dictionary. Three indicators word-initial, 1_,
Shadda. word-medial, M_, and word-final, F have been used. Also,
A. Related Work they used full covariance Gaussian modelling in the

_ Minimum Phone Error (MPE). They showed the importance
Previous researchers have addressed the problem of WBDRyt the presence of words indicators in the pronunciation, and

in MSA in their research, as well as the problensbadda how it varies according to the word location. In addition,
Some of them tried to improve WBD using different ney showed how these indicators could be used to detect

techniques, but most of them used a WBD as an inputyorq poundaries. They concluded that these indicators
parameter in their work. In addition, only a few researches provide indirect information about short vowels and

Il. MATERIAL AND METHODS
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nunation which may exist at the end of a noun or an she/he stops. Hence, the fundamental frequency is
adjective and this indicator can help to detect the end ofpermanently zero for the unvoiced and silence sound. The
some words. frequency values vary depending on the gender and the age
Khalid [24] used zero crossing rate and the signal energyof the speaker. It takes a range between 50-200 Hz for male,
to detect word's start and end points as a part of their work.150 to 450 Hz for female and 200-600 Hz for children [25].
Elkourd & El Kourd in [25] used zero-crossing rate (ZCR)
and STE to detect word boundaries, in order to produce a e« Intensity: It is measured by calculating the average
system for recognizing MSA Isolated Word. amplitude of speech signals [14]. It depends on the energy of
. _ speech signals, which depends on the loudness of the voice
B. Features Selection and Description of the speaker. If the speaker speaks loudly, the intensity
This section describes the feature selection. We will showgoes high and vice versa [32]. Sometimes it is named as
how these features were selected in order to detect thgoudness which is calculated by narrow band approximation
patterns ofShadda as well as a brief description of these from the signal intensity as in [29].

features _
C. Experimental Setup

1) Features Selectioms described in [12]&[14] that the This section discusses the collection of datasets as well as

Shadda is charapterized by consonant doubling and stressi_nghe extraction of features and the study of such features. In
hence, the duration of the pronunciation of the consonant ISy qdition. this section introduced the algorithms used to

increased as in [18] detect Shaddapatterns automatically. In this research, the
In [18], Ferrat & Guerti reported a relationship between features STE, FO, Intensity and the combination between

the Shaddaside and energy & duration side. Lass In [26], STE & Intensity were used to deteBhaddapatterns in

showed that the higher values of FO give a robust cue forModern Standard Arabic continuous speech.

stress. In addition, Fry in [27] reported that the contour of FO

and duration gives distinctive cues for stress. 1) Data Set: The datet in this research is a collection of

Hence, these features duration, energy and FO can help t¢ hour of TV broadcast news that was collected from
detect Shadda Also, Mugair in [28], reported the Aljazeera Arabic news channel. These records are spoken by
relationship between gemination and intensity. The study 9 adults: 7 males and 2 females. The records were carried
showed that the gemination can include some emphaticout in a soundproof studio, they are clean and contain no
functions such as intensity. soundtrack or echo. These records saved as wave format, 1

Therefore, in this research, the acoustic features STE,channel (mono) and a sample rate of 16000Hz. Recording
fundamental frequency (FO/pitch) and intensity has beenfiles was splatted depending on the gender of the speaker
selected to dete@haddapattern in MSA. (male/female) and was analysed separately.

o Actual word boundaries andshadda were marked
2) Features DescriptionAfter we selected the feature a5 ,5y with Praat software and have been saved as
above, these features are described below: “TextGrid” file format to be readable from any
programming language. Fig.1 shows a screenshot of Shadda
» Short Time Energy (STE)in [29], STE s segmentation from the dataset, labelled manually using Praat
calculated by the summation of the squared amplitude ofsoftware. Those data have been done in pilot test.
the signal x(n) as shown below :

N-1 BE 00010 UUB70A7 [Sooar2or

1
) =5 . K2 o

n=0

The value of the energy of the voiced regions is always| _
greater than the value of energy of silence region, and thel "
value of energy of unvoiced regions is less than values of
voiced regions but often greater than for silence. For the . .
voiced region, the STE was observed permanently to bef= = s R, 8223 H

more than a dynamically calculated threshold value in this e
technique [30]. |
shadda on Taa Word /Kot:itah /= words
. . Jad=s / (2559)
e Fundamental Frequency (pitch)As in [31], the

. | oo87947 | 0181319
measurement of the fundamental frequency (FO) and itsSkenas 88 728576/ 1036 9

harmonics, it is a framework that is important in the analysis
of intonation pattern. It is referred to acoustic measurements
(fundamental frequency, length, and/or amplitude). In 2) Features Extraction:The proposed flow diagram is

addition, Sharma & Rajpoot in [30] defined FO/ pitch as the shown in Fig.2 and it shows the features extraction process.
lowest frequency component, or partial, by which a strong The figure shows the flow of how each feature was extracted.

relationship exists between this component and the other |n respect to STE feature, this feature was extracted after
partials. The fundamental frequency was calculated for performing pre-processing, framing and pre-emphasize.

specific time step frames. It is the type of pitch that is Then it was extracted using the equation (1) using MATLAB
growing up when someone speaks and then goes down when

Fig.1 Screenshot of Shadda segmentation in Praat.
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software, then normalization was performed for STE frames’ considered to be stationary. Therefore, in this study, a frame
values, then a matrix of STE feature was obtained. duration of 20ms for each feature was taken.

However, the FO and Intensity features were extracted « Pre-emphasislt is the process of filtering the signal
directly using Praat software after pre-processing of signalsto attenuate frequency bands which carry important
only. Praat software performed the framing process by itsinformation. For speech processing, usually, it is a high-pass
own, based on the input parameters from the user. filter applied to a signal x(n) in order to emphasize

For FO, we used the default settings of option “To information on formants [34]. In this work, a high-pass filter
Pitch(ac)...” with only change of time step to be 0.02 for each frame was applied.
seconds instead of “Auto”. Then, a matrix of FO feature was « Normalization Finally, after the STE frames’ values
obtained. obtained, the values of frames were normalized in order to

In Intensity, we used the default setting of “to intensity” make the values be comparable regardless of differences in
option with only changes of time step to be 0.02 seconds.magnitude. The normalization process was done by dividing
Then, a matrix of Intensity feature was obtained. the values of frames by maximum of absolute value of

Referring to STE, a brief description for pre-processing, frames so that speech will be in the range from [0,1] file, as
framing, pre-emphasize and normalization steps wasdescribed in equation (2).
presented below:

« Pre-processing:lt refers to everything done to the x(n)
signals. In the pre-processing step, a down-mixing to a x(n) =m (2)
single channel (mono) was made for speech file was

performed. Then, re-sampling for speech file to be 16000 Hz. 3) Features AnalysisAfter the extraction of features, and

before going to automatic detection, these features were

; arranged alongside together in 3 columns, then the values of
[ Speech Slgnals] the features were traced, and studied separately and
‘ manually, in order to elicit the form of Shadda from each
< feature. Firstly, the values were traced and observed in
Preprocessing Speech Sign general to observe the form of frames’ values in each feature.
(Wav, mono,16KHz) Then the values of frames that contains Shadda were traced
\ J and observed manually for each feature. The observations

were recorded as follow:

Erami e The observations of frames’ values in general were
raming recorded as follow:

With regard to STE, it was observed that the values for
speech frames are between 0.01 and 0.10 for unvoiced

[ Pre-emphasize] regions, and less than or equal 0.01 (STE <= 0.01) for
— silence regions and it is greater than 0.10 for voiced regions.

‘ Fig.3 shows the plotting of speech signals with STE.

[ STE Feature Extractiorﬂ Speech Data . . .

———— Shart Term Energy

i o Term B
v v 05
FO feature extraction Intensity feature extractic e
using Praat software using Praat software '

05

[ Normalization of] I l i o

f fi | A

STE values ,‘L-".-";."“ T ALY PR O I

A SNV WA LA VA AW
o U 1\ 7 Vv AN Y| LR \' | i
50 100 150 200 250

O feature STE feature intensity Fig.3 Plotting of speech data with short time energy.

feature Arra .
Array Array Y In FO, it was observed that the values of frames are

always zero for the unvoiced and silence regions. And it
Fig.2 Flow diagram on features extraction process. takes values greater than 90 for voiced regions. Fig.4 shows

) ) a screenshot of FO contour in speech signals.
e Framing: As reported by [33], speech is not a

stationary process, since the shape and size of this vocal tract
goes on changing as human speak. Since it takes
approximately 20-30ms for the vocal tract to change its
shape and size, speech segment of 20-30ms duration can be

1813



2.BB5D3U0

i
Voiced region FO contour ir]

Silence region
blue colou 9

0.283751 0.184999

|
Fig.4 Screenshot of FO contour in speech signals.

In respect with Intensity, the values for speech frames are

between 45db and 60db for unvoiced regions, and less than

45db for silence regions and it is greater than 60db for
voiced regions. Fig.5 shows screenshot of Intensity curve in
speech signals.

(27,/2935)

Intensity curve |

| Features Arrays extracted in Fig12 ]

[ ¢

: |

v v

( . N\ . N\
Reading FO || Reading STE

\feature Arrax feature Array)

v v

Reading
intensity featur

v

:

( Automatic\ Automatic |(  Automatic
Shadda Shadda Shadda Detectic
Detection Detection using intensity
\_ using FO ) using STE )\

Evaluation ]4—

Fig.6 Flow diagram on Shadda detection process.

In this section, four experiments have been implemented
using extracted features, in order to detect Shadda patterns
automatically. These features were STE, FO, Intensity and a
new proposed method which is a combination of (STE +
Intensity). The evaluation of the results was conducted using
equation (3).

The algorithms for such features are described below:

e Algorithm of automatic Shadda Patterns Detection
Using STE featureThe pseudo code for detecting Shadda
patterns using STE feature is shown below:

19,1 17163 Visible part 0.468750 seconds 958591 3‘

1116.107337

Algorithm 1

Fig.5 Screenshot of Intensity curve in speech signals.

The observations of frames values that contains Shadda
(Patterns of Shadda) are described and discussed in “Results

and Discussion” and recorded in tables (from Table | to
Table X).

4) Automatic Shadda Pattern DetectionThis step
represents the implementation of this work. As described
above, before moving to this step, the patterns of Shadda ha
been studied, traced manually in all 3 features obtained

above. The previous step was performed, in order to study
the form of Shadda pattern in each feature for all 3 features

as well as to study the other patterns which are very similar
to the patterns of Shadda.

In this step, the algorithms were implemented to perform
automatic Shadda boundaries detection
Finally, the results obtained were compared with the actual
boundaries which were marked manually before, as
described in section 11.C.1.

Fig.6 shows the flow diagram for Shadda detection
process using the features obtained from Fig.2.
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in the dataset.

While i less than length of STE Array
while frame value in silence region (i.e <=0.12)
increment i;
goto first;

while i less than length of STE
iF (STE (i) less than 0.05 and STE (i) not equal zero)
keep the position of this frame i;
let the count Of Frames Less Than 0.05=1;

increment i;
S while i less than length of STE and STE(i) still less
than 0.05
increment i;
increment the count Of Frames Less Than 0.05;
end

if (the count Of Frames Less Than 0.05 between 4 and
add these frames to the list of Shadda patterns;

else
increment i;

end

else if (STE (i) less than 0.12 and STE (i) not equal zero)

keep the position of this frame i;

let the count Of Frames Less Than 0.12=1;

increment i;
while i less than length of STE and STE(i) still less
than 0.12
increment i;
increment the count Of Frames Less Than 0.12;
end

if (the count Of Frames Less Than 0.12 between 4 and
add these frames to the list of Shadda patterns;
else
increment i;
end
else
increment i;
endiF



endwhile implemented to detect Shadda automatically using Intensity
endWhile feature. The results of the algorithm are described in the

. . . esults section in Table XI.
Depending on the observations of Shadda patterns in STEr . ont

Feature in section IIlLA, the algorithm above was
implemented to detect Shadda automatically using STE
feature. The results of the algorithm are described in the
results section in Table XI.

e Algorithm of automatic Shadda Patterns Detection
Using a combination of (STE + Intensity) Featurdhe
pseudo code for detecting Shadda patterns using STE +
Intensity feature is shown below:

* Algorithm of automatic Shadda Patterns Detection Algorithm 4
Using FO feature:The pseudo code for detecting Shadda
patterns using FO feature is shown below:

while i < length of intensity Array -2
if intensity(i) <67 and intensity(i) >59 and intensity(i+1)>40 and

AIgorithm 2 intensity(i+1)< intensity(i) && intensity(i+2)< intensity(8&

While i < length of FO Array -2
iF FO(i) is between 90 and 110
keep the position of this frame i;
let the countOfFrames =1;
increment i;
while i less than length of FO and FO(i) still less than or equal
100
increment i;
increment countOfFrames;
endwhile
if (the countOfFrames between 5 and 8)
add these frames to the list of Shadda patterns;
else
increment i;
endif
else
increment i;
endiF
endWhile

Depending on the observations of Shadda patterns in FO
Feature in section IIl.B, the algorithm above was
implemented to detect Shadda automatically using FO
feature. The results of the algorithm are described in the
results section in Table XI.

e Algorithm of automatic Shadda Patterns Detection

STE(i+1)<=STE(i)
keep the position of this frame i;
let the countOfFrames =3;
increment i three times;// i=i+3;
while i less than length of intensity and intensity (i)
still less than 63
increment i;
increment countOfFrames;
endwhile
if (the countOffFrames between 3 and 10)
add these frames to the list of Shadda patterns;
else
increment i;
endif
else
increment i;
endiF
endwhile

The algorithm 4 is very similar to algorithm 3, the only
change is the new condition which was added in line 4, and
it is highlighted bybold font. The condition will not be met
until verify that the value of the next frame in STE is less
than or equal the value of the current frame in STE. The
results of this algorithm are shown in Table XI.

Using Intensity feature:The pseudo code for detecting

Shadda patterns using Intensity feature is shown below:
IIl. RESULTS ANDDISCUSSION

Algorithm 3 This section describes the findings and results for Shadda

patterns, then followed by the results obtained from
algorithms.

In section I, it had been described that the realization of
Shadda differs depending on the type of consonant paired
with Shadda. That is what was observed after we traced the
values of frames for all 3 features in Shadda regions. The
findings and results for patterns of Shadda are recorded as

While i < length of intensity Array -2
iF intensity(i) <67 and intensity(i) >59 and
intensity(i+1)>40 and intensity(i+1) < intensity(i)
&& intensity(i+2)< intensity(i)
keep the position of this frame i;
let the countOfFrames =3;
increment i three times;// i=i+3;
while i less than length of intensity and intensity
(i) still less than 63

increment i follow:
increment countOfFrames; .
endwhile A. Patterns of Shadda in STE Feature

if (the countOfFrames between 3 and 10)
add these frames to the list of Shadda patterns;
else

With regard to STE feature, it was discovered that the
patterns oShaddadiffer depending on the type of consonant

increment i: paired with Shadda These patterns can be classified into
endif three categoriesShadda paired with voiced consonants,
- else Shaddapaired with unvoiced consonants aBidaddapaired
'“‘:ﬁgﬁn“? with nasal consonants, as shown in tables I, Il and Ill. The
endWhile cells filled with color represent the actual frames of the

patterns ofShadda while other cells represent the values

Depending on the observations of Shadda patterns inwhich precede or follow the patternsSfiadda.
Intensity Feature in section IlI.C, the algorithm above was
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Table | shows the patterns 8haddapaired with voiced TABLE Il
consonants in STE feature. It was observed that the energy ~ PATTERNS OF SHADDA IN NASALS CONSONANTS ISTEFEATURE

of frames of 8addapaired with voiced consonants falling Shadda with nasals consonants in STE
down under 0.12 with a duration of 80-120ms in norma = [dana/= Jaas /e [Kaga/=
speech (4-6 sequenced frames of 20ms), and then raising [ufVords /iir‘:‘n;/ /Moham:m | /Tataham: | /Maham:m
again above 0.12. The energy of the first frame in falling ' -ed/ mal/ -ata/
down frames does not equal to zero. CONSON | Jes=INoon/ | k=/Meem | bi=/Meem | hi=/Meem
TABLE | 0.25 0.18 0.23 0.09
PATTERNS OF SHADDA IN VOICED CONSONANTS IS TEFEATURE 041 0.09 0.07 0.07
0.31 0.13 0.15 0.05
Shadda with voiced consonants in ST.E 0.04 0.12 0.24 0.03
/e o e | sl U;Tg: 0.44 0.12 0.18 0.03
Words | Eiddaty | /Sadidag | Marray | ™MOrad< 0.26 0.07 0.06 0.03
0.27 0.12 0.01 0.07
C‘;ﬁg“ /4=/Dall | /y=/Dall | [J=/Raa’l | A/=/Dhaa’l 0.41 0.12 0.10 0.07
0.24 0.57 0.16 0.40 0.42 0.28 0.13 0.02
0.13 0.22 0.14 0.12 L
0.01 0.01 0.10 0.01 Table IV shows the other patterns that are very similar to
Frames 0.01 0.01 0.10 0.01 the patterns oBhaddain STE feature. These patterns are the
Values 0.00 0.01 0.06 0.02 patterns of unvoiced consonant in speech. It was observed
0.00 0.01 0.05 0.03 that the Patterns of unvoiced consonants (consonants such as:
0.00 0.01 0.16 0.15 such as &/, I, I, Josl, I1G3, lo=l, 140, 7], [»]), are very
0.18 0.17 0.34 0.19 similar to the patterns ddhadda.Therefore, these patterns

also might be detected abatida
Table Il shows th&Shaddapatterns paired with unvoiced
consonants in STE feature. It was observed that the energy TABLE IV
of frames ofShaddapaired with unvoiced consonants falling PATTERNS OF UNVOICED CONSONANTS ISTE FEATURE
down under 0.05 with a duration of 100-180ms in normal

speech (5-8 sequenced frames of 20ms), and then raising Unvoiced consonants pattern in STE
again above 0.05. In some cases, it was observed that it take§NOrds /B{?ﬁxat/ /(ﬁ;ﬁ; J&ary=
4-9 sequenced frames. The energy of the first frame in a o ISit:tate/
falling down frames doesn’t equal to zero in most cases. Conson X
_ants la/=/Qafl fs/=[Taa'l lz/=IHaa'l | I~/=[Taa’/
TABLE Il 0.12 0.28 0.16 0.03
PATTERNS OF SHADDA IN UNVOICED CONSONANTS IS TEFEATURE 0.00 0.01 0.04 0.01
/qui?:dda withiunvoiced co?sonants in STE Frames 888 888 888 888
Words | /Shaffafl | /¢/= Josil= | fosill= Values | 0.01 0.03 0.00 0.00
/As:sojon/ | /Yanos:so/ | [At:itazeb/ 0.14 0.07 0.00 0.01
Conson - 0.18 0.06 0.08 0.05
ants I</=[Faa’l | lw/=ISeen/| &eal=/Sadl | K/=ITaa'l 0.19 0.01 0.16 0.06
0.19 0.07 0.10 0.10
0.13 0.02 e 0.03 B. Patterns in Fundamental Frequency (pitch) Feature
0.02 0.01 0.02 0.00 .
0.00 0.01 0.03 0.00 In FO feature, it was observed that the patterrShafdda
Frames 0.00 0.01 0.04 0.00 can be classified into two categorie€dhaddapaired with
Values 0.00 0.01 0.04 0.00 voiced consonants andhadda paired with unvoiced
0.00 0.01 0.02 0.00 consonants, as shown in tables V, VI.
0.00 004 003 0.20 Table V shows the patterns 8haddapaired with voiced
0.15 022 0.05 021 consonants in FO feature. It was observed that the values of

Shaddaframes which paired with voiced consonants in FO
Table IIl shows the Shadda patterns paired with nasals@'® not stationary and it does not take fixed forms. No rules
consonants in STE feature. It was observed that the energfould be elicited to help in the detection of this pattern

of frames of Shadda paired with nasals is not stationary. Inautomatically.

most of cases, it is going up and down. It is very similar to  1able VI shows the patterns dhaddapaired with
the pattern of “voiced consonant without Shadda”. unvoiced consonants in FO feature. It was observed that the

values of Shadda frames which paired with unvoiced
consonants in FO are always zero, it is falling down under
110Hz for 5-8 frames, then raising up above 100Hz.
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TABLE V

PATTERNS OF SHADDA IN VOICED CONSONANTS IO FEATURE

Shadda with voiced consonants in FO
Words | 1021 15 1= 133]= [Adad)/=
/Had:da/ | /Taghod:da/ | /Gaz:za/ | /La’al:laho/
Conson /1) I=IDaad/ li=Izaal | Ii=ILam/
146.92 176.69 128.94 201.95
136.70 172.75 129.40 210.29
128.39 158.06 123.88 213.33
Frames 119.63 150.00 118.98 211.62
Values 112.32 140.94 113.33 208.82
107.84 131.53 112.83 205.88
107.56 162.55 117.31 203.79
124.81 158.64 126.61 204.19
124.25 157.59 141.22 219.00
TABLE VI

PATTERNS OF SHADDA IN UNVOICED CONSONANTS IIFO FEATURE

C. Patterns of Shadda in Intensity Feature

In Intensity feature, it was observed that the patterns of
Shaddacan be classified into two categori&haddapaired
with voiced or unvoiced consonants aldaddapaired with
nasal consonants, as shown in tables VI, 1X.

Table VIII shows the patterns ddhaddapaired with
voiced or unvoiced consonants in Intensity feature. It was
observed that the values of frames start with a frame value
between 67 and 59db and then falling down for two frames,
keeping values under 63db for a duration of 4-8 frames and
then raises up above 63db.

TABLE VIl
PATTERNS OF SHADDA IN VOICED OR UNVOICED CONSONANTS INNTENSITY
FEATURE

Shadda with unvoiced consonants in FO

Shadda with voiced Shadda with
consonants unvoiced consonants
fagi = | RBal= oAl e Lo
Words | /al'uwr- /m.una- - ftamak:k /H_JH/_
ub:biya/ dh:dha | /tahod “an/ /at:taraf/
-ma/ -:do/
Conson <= 15/= /0 1= &= B/=
-ants /Baa’/ /Dhaa’/ | /Dad/ /Kaf/ [Taa'l
65.80 72.65 73.27 72.41 75.58
69.30 69.81 72.69 69.36 72.68
66.42 62.57 | 64.44 57.90 60.70
56.00 60.01 | 61.99 40.04 49.85
f/r:lznjj 4431 | 59.68 | 61.18 | 38.78 | 49.06
42.32 61.75 | 62.57 43.38 48.19
43.91 66.51 72.19| 58.63 49.69
65.81 73.14 69.61 64.95 50.11
71.88 74.44 70.15 72.79 68.21

. L Jacalad)/= 195 sal=
Words /uu",“/: /Ma/: /Alkhas:sa /Mﬁﬁ%ir-
/Shaf:faf/ | /As:sojon/ iy on/
C%rr‘ﬁg” Idi=IFaa’l | kei=ISeen/ | bal=/Sadl | A/=Thaal
175.24 134.80 116.59 179.77
162.84 0.00 0.00 155.33
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
Frames 0.00 0.00 0.00 0.00
Values 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 0.00 186.15
197.15 0.00 0.00 183.42
190.42 147.87 253.89 179.77

Table IX shows the patterns 8haddapaired with nasals
consonants in Intensity feature. It was observed that frames
containing Shaddapaired with nasals always start with a

Table VII, shows the other patterns that are very similar to rame value between 70 and 65 and keeping values between
the patterns oShaddain FO feature. These patterns are the 65 and 70 for a duration of 6-8 frames, and then raising up
patterns of the unvoiced consonant in speech. As in STE, j@Pove 70 or falling down under 65db.
was observed that the Patterns of unvoiced consonants
(consonants such as: such @k K, 1</, [, 163, Io=l, 1=,
Izl, I=»0), is very similar to the patterns &haddain FO.
Therefore, these patterns also might be detectetiada

TABLE VII
PATTERNS OF UNVOICED CONSONANTS IO FEATURE
Unvoiced consonants pattern in FO
/Bl = [ yall/= [ g3 =
words | alhifadh/ | /Almorshed /Sanawat/
C‘;ﬁg” Ig/=IHaa'l | Iuil=ISheen/| &w/=ISeen/| di=/Taal
117.15 118.83 115.11 141.69
0.00 0.00 111.67 138.65
0.00 0.00 0.00 0.00
Frames 0.00 0.00 0.00 0.00
Values 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.00 0.00 124.73 0.00
117.91 130.90 118.18 139.81
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TABLE IX
PATTERNS OF SHADDA IN NASALS CONSONANTS INNTENSITY FEATURE
Shadda with nasals consonants in
Intensity
[asl/= (s [=
Words fiin:nakum/ /Am:man/
Consonants d/=/Noon/ k/I=IMeem/
71.42 69.12
66.65 67.15
66.65 65.27
E 66.60 66.66
\;;Tg: 66.27 67.66
67.45 68.22
68.63 68.77
64.97 69.57
70.23

Table X shows the other patterns that are very similar to
the patterns oShaddain Intensity feature. These patterns
are the patterns of unvoiced consonant in speech. As in STE
and FO, it was observed that the Patterns of unvoiced
consonants (consonants such as: suchsls<ll, /=, [,



16, lo=l, 1<1, 2], [»]), is very similar to the patterns of TABLE XI

Shaddain Intensity feature Therefore, these patterns also FINAL RESULTS OF AUTOMATICSHADDA BOUNDARIES DETECTION
might be detected a$h&dain this feature. Feature Actual | correctly False False
Shadda | detected | negative | positive (hot
I patperns (t?htaddta ﬁh?dc:adbut
PATTERNS OF UNVOICED CONSONANTS IN INTENSITY FEATURE daigset detjecr;gd) gl‘?;d%a)as
Unvoiced consonants pattern in Intensity STE 228 103 125 1331
PO [8 alinsa/= o FO 228 38 190 360
Words /S/?;ét_e/ /Mostam- /V/Vu::;? o Intensity 228 163 65 1712
) er:raton/ STE+ 228 152 76 1519
CONSON | Jowi=iSeent | &/=Taal | lui=iSeen! | dil=IFaal Intensity
69.49 69.22 69.27 73.05 As described in table XI, STE performs 45% in the
68.73 66.52 69.04 69.15 accuracy, but the number of false positive (8baddabut
63.96 62.41 65.51 55.14 detected asShadda is high. FO shows a poor accuracy.
55.01 53.87 57.53 50.48 Intensity performs better than STE in automatic detection of
Frames 51.27 43.23 53.73 50.84 Shadda it performed 71% in the accuracy, but the false
Values 51.38 41.98 49.18 54.14 positive is still high. The combination of STE & Intensity
47.98 57.59 50.43 72.29 has managed to reduce the number of the false positive, and
62.78 65.25 50.09 74.62 it performs 66% in the accuracy.
66.58 65.73 65.04 Further investigation into misclassified cases or false
60.96 71.32 negative $haddabut not detected), these patterns were

traced manually. It was observed that it occurs in case of an
unvoiced consonant precedes (follov&)addapattern, in
After the pattern ofShaddahas been obtained in all 3  this case, the algorithms include frames of unvoiced
features, the algorithms were implemented to detect theconsonant and frames Shaddapattern together. Hence, the
boundaries of Shadda automatically in the dataset. total number of frames will be greater than 8 or 9 in the
Previous researchers have addressed the problem opatterns ofShaddapaired with the unvoiced consonant, and
Shadda from the point of the relationship between Shaddagreater than 6 for the patterns $haddapaired with the
and feature of duration, FO, energy and intensity. But, noneyoijced consonant. In this case, the patterStaddawill not
of the previous research implemented the detection ofpe detected and it will be excluded by the algorithms.
Shadda using these features. In this research, Shadda Similarly, false positive cases were traced manually as
detection has been addressed and implemented as well usingell, and it was observed that most of these patterns are
such features. In addition, we introduced an implementationpatterns of unvoiced consonants which are very similar to
for a new method which is a combination of (STE + Shaddapattern. The patterns of unvoiced consonants were
Intensity). described in Tables IV, VII and X. These patterns might
To do the implementation, the patterns which obtained gccur more than one time per a word. If there are any
from three features have been used to perform threemethods that can distinguish betweBhaddapatterns and

algorithms separately. Then the results have been compare@nvoiced consonants patterns, the outcomes will be much
with the ground truth boundaries which were built before. petter.

The final results are shown in Table XI.
Then a combination of (FO & STE) and (FO & Intensity) IV. CONCLUSIONS
was performedseparately, in order to increase the accuracy
of Shadda detection. But, the results were not good enough
due to the instability of FO frames values in Shadda paired
with voiced consonants, as described in Section I11.B.
Finally, the combination between STE & Intensity was

D. Results of Automatic Shadda Detection

In this paper, a proposed method of automatically
tetection ofShaddain Modern Standard Arabic (MSA)
continuous speech was introduced in order to improve WBD
in MSA continuous speech. Prosodic features namely STE,

performed to find out to what extent it can enhance the Fundamental Frequency, Intensity and a new proposed

results. This method shows approximate results to the resultgne'[hOd which is a combination of (STE + Intensity) were
of Intensity. Results are described in Table X, implemented to detect Shadda patterns automatically.

; Results from our dataset showed that the detection of Shadda

wh-tl;?g tizcggic%g;nsscggﬁgfﬁ using the formula (3) below, using STE achieved an accuracy of 45%, Intensity achieved

' 71% outperforms the Fundamental frequency with 55% of

correctly detected accuracy. The combination method of (Intensity & STE)

acc = 3) achieved good results with 67.15% in accuracy. The number
Actual Total of false positive too has been reduced compared to Intensity

alone. In addition, we found that the Shadda pattern is very

similar to the patterns of unvoiced consonants, and this

represents a big challenge for WBD improvements using
Shadda. Therefore, relevant features to differentiate Shadda
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patterns and unvoiced consonants patterns need to be furthd#s]
investigated.
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