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Abstract—Indoor modeling is one of the primary sources of information in building management due to the increased use of BIM in the 

AEC industry. The indoor model can be acquired with several survey instruments, but TLS is the most popular resulting point cloud 

that can be processed into a 3D model. However, the process commonly still uses inefficient manual methods. Point cloud data have 

irregular, unordered, unstructured characteristics, making them more challenging to process. The deep learning algorithm can be a 

solution to solve the problem. PointNet is the first deep learning algorithm that directly accepts point cloud data as input. This study 

aims to analyze and evaluate the office indoor point cloud segmentation using PointNet. The office indoor point cloud data was acquired 

using TLS and then pre-processed for deep learning input. Transfer learning strategy is used as a weight initialization technique. The 

pre-trained model was trained with the S3DIS dataset and then fine-tuned to segment nine indoor classes in this study. The result shows 

PointNet achieves 85% overall accuracy and 66% average class IoU score to predict indoor classes using this study’s point cloud data. 

Geometry control shows that the predicted point cloud has an RMSE score of 1.8 cm, meaning the geometries of the segmented point 

cloud are accurate. Using the transfer learning method has increased the performance of the deep learning model. Further research is 

needed to evaluate the model thoroughly using more training and evaluation data and different transfer learning strategies. 
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I. INTRODUCTION

Indoor modeling has rapidly gained the interest of 

researchers and developers and has gained tremendous 

attention in the last decade [1]. The massive need for and use 

of BIM for the architecture, engineering, and construction 

(AEC) industries also increases the critical value of an indoor 

model. It supports a digital representation that gives detailed 

information about a room. The indoor model has a specific 

function [2] and is one key building management aspect. The 

3D indoor model can be acquired using several 3D data, one 
being the point cloud. The point cloud is the most common 

three-dimensional data type used to create BIM and map 

indoor models [3]. 

The point cloud is a set of points defined in 3D space [4]–

[6]. It usually consists of a million points, including 3D 

position information and additional information such as 

radiometric or color information and density [7]. Point clouds 

have become essential data lately because of the increased 

availability of acquisition devices. It became popular because 

it is used in various applications, such as robotics, 

autonomous driving, and augmented-virtual reality [4]. The 

point cloud is also a basis data for representing 3D, aside from 

depth images, meshes, and volumetric grids. The point cloud 
presentation preserves original geometric information without 

discretization, making it a preferred representation and 3D 

data format in several applications [8]. 

The point cloud data can be acquired mainly with four 

techniques: image-derived methods, Light Detection and 

Ranging (LiDAR) systems, Red Green Blue – Depth (RGB-

D) cameras, and Synthetic Aperture Radar (SAR) systems [9]. 

However, LiDAR or laser scanners have become the favorite 

method for point cloud acquisition, especially in urban 

applications. 3D laser scanning also become a standard 

procedure for architecture, reconstruction, and BIM [10]. 
Recent advances in laser scanner systems allow the automatic, 

fast, efficient, and accurate collection of point clouds with a 

high level of detail [6], [11].  

The process of semantically generating 3D indoor models 

from a point cloud is formally known as Scan-to-BIM. This 

process usually needs segmented point cloud data into distinct 

subsets and then populating the segmented scene using a pre-
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determined set of 3D objects [12]. The point cloud data needs 

to be segmented into several categories. In other words, the 

point cloud is segmented to the semantic level, referred to as 

the point cloud semantic segmentation process [3]. However, 

the Scan-to-BIM and point cloud segmentation processes 

mostly remain manual. This surely is a time-consuming and 

inefficient method. Besides consisting of millions of data, the 

point cloud also has several characteristics which complicate 

the process. The point cloud data is irregular, unstructured, 

and unordered [4], making it more challenging to process. 
The emergence and rapid use of artificial intelligence, 

machine learning, and deep learning have changed how a 

problem can be solved. As classified by Nguyen and Le [13], 

machine learning algorithms for point cloud segmentation can 

be classified into five methods: edge-based, region-based, 

attribute-based, model-based, and graph-based. Each of them 

has a different approach to the segment point cloud. Liu et al. 

[5] also summarized machine learning algorithms for point 

cloud segmentation into two main groups. The first involves 

mathematical models and geometric shapes for segmentation, 

such as region-growing algorithms, model fitting algorithms 
or least squares fitting algorithms, Hough transforms [14], and 

Random Sample Consensus (RANSAC) [15]–[21] 

algorithms. However, each algorithm has its limitations for 

point cloud processing, and while deep learning is growing 

rapidly, advances in deep learning have started taking a role 

in point cloud segmentation. 

The deep learning method takes much attention due to its 

ability to process huge and complex data. However, it still 

faces challenges in applying deep learning for point cloud 

processing due to the unstructured characteristics of point 

cloud [4], [22]. Several paradigms for point cloud 
segmentation use deep learning, projection-based, 

discretization-based, point-based, and hybrid [8]. Projection-

based and discretization-based works by projecting or discrete 

the point cloud data into regular representation, while point-

based works directly on the point cloud. The hybrid method 

combines projection or discretization with the point-based 

method. 

Wu et al. [23] were the first to use a neural network to 

transform point clouds into a 3D voxel grid, creating 3D 

ShapeNet. Since then, several researchers have created and 

used various algorithms for point cloud segmentation, such as 

VoxNet [24], VV-Net [25], SEGCloud [26], Fully-
Convolutional Point Networks (FCPN) [27], ScanComplete 

[28], Convolutional Neural Network [29], Dense Conditional 

Random Forest (DCRF) [30], etc. However, all voxelization 

processes to transform a point cloud into a 3D voxel grid 

introduce discretization artifacts and information loss. It also 

leads to high memory and computational cost if using a high-

resolution voxel or loss of details if using a low-resolution. 

Multi-view projection transforms 3D point cloud data into 

multi-view 2D images, and then each image is processed 

based on 2D CNN [9]. The most influential multi-view deep 

learning is Multi-View Convolutional Neural Network 
(MVCNN) [31], although it was not used for point cloud 

segmentation. It influences the use of multi-view 

representation for point cloud segmentation, such as SnapNet 

[32], SqueezeSeg [33], and RangeNet++ [34]. The projection-

based model performs better than the discretization-based 

model but still introduces information loss due to the 

transformation from 3D to 2D. Finding suitable and proper 

images to feed into 2D CNN is also tricky. 

Several research studies also try to combine different 

methods to resolve the limitations of both methods. Qi et al. 

[35] combine CNN-based volumetric representations with 

multi-view representations for extensive analysis. 

Meanwhile, Dai and Nießner [36] created a 3DMV algorithm 

that combines multi-view and voxel discretization in a 

continuous network. Although it combines both methods, 

there are possibilities of information loss. To solve the 
problem, we are to use raw point cloud data as input directly. 

The first neural network to use the point cloud directly as 

input for deep learning processing is PointNet, which was 

created by Qi et al. [22]. PointNet processes point clouds 

directly without projection or discretization into voxel. It 

respects the permutation invariance of point input to solve 

unordered characteristics of the point cloud. PointNet marks 

a new era of deep learning for point cloud processing that uses 

point cloud directly. It became a bedrock and pioneering 

framework for most methods now due to its simplicity but an 

effective network [3], [4], [8], [9], [37]. PointNet can be used 
for several tasks such as classification, part segmentation, 

semantic segmentation, including Scan-to-BIM purposes [3], 

and registration [38]. 

Most of the research and study done for PointNet 

commonly uses Stanford 3D Indoor Scene (S3DIS) dataset for 

point cloud segmentation. The S3DIS is commonly used as a 

dataset and evaluates the PointNet, so the deep learning model 

is newly made for each research. This research does not use 

point S3DIS for the process and instead uses data acquired 

from TLS. This research also does not create a new model of 

PointNet; instead, it uses the pre-trained model. Several 
experiments have been done in this research that aim to 

analyze and evaluate the abilities of PointNet.  

II. MATERIALS AND METHOD 

A. Study Area 

The research is located at the Engineering and Research 

Innovation Centre (ERIC), Faculty of Engineering, UGM. 

Despite having several floors, this research only uses certain 

rooms with some reason and consideration. Certain rooms 

with different sizes, geometry, and complexity were chosen 
as study areas to simulate deep learning capability with 

various conditions. With different situations in the rooms, it 

can be used to analyze and evaluate deep learning 

performance in different circumstances.   

The rooms scanned have a variety of complexities, 

referring to interior fittings in the room. Certain rooms may 

not have any interior inside, while others are full of it. The 

scanned rooms consist of 14 office rooms, one hall area, one 

stair area, and four corridors. Most scanned rooms are typical 

rooms such as the meeting rooms, secretary rooms, and lab, 

while other rooms, such as the pantry and toilet, are not 
scanned. Each room scanned has a different level of detail and 

complexity, used to test the accuracy of the deep learning 

model to segment indoor point cloud effectively in various 

rooms. 
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B. Research Data 

The data includes point cloud as main data acquired from 

TLS scanning, S3DIS pre-trained model, tie point, and ground 

truth data. The indoor point cloud data in the research location 
was acquired using Leica RTC360 TLS as the primary data 

for semantic segmentation. A pre-trained model from S3DIS 

was also used in the research to accelerate the training process 

and improve accuracy. 

Another data used is Ground Control Points (GCP) 

acquired from GNSS and terrestrial measurement. A GCP is 

used to georeferenced the point cloud data from the local 

coordinate system into the ground coordinate. Ground truth 

data was also collected from geometry measurements of the 

indoor situation. It is then used in the quality control process 

to compare real-world geometry and attributes with the 
segmented point cloud. 

C. Research Methodology 

The methodology used in the research is generally divided 

into three main steps: preparation, data acquisition, 

processing, and analysis. The preparation step is the first 

stage, which consists of preparing the instrument, forming the 

acquisition team, scheduling, administering, and conducting 

the preliminary survey. Preparation is important to ensure 

data acquisition times are effective and efficient. A 
preliminary survey is also needed to map rooms inside the 

study area. All instruments used are prepared in this step. Data 

acquisition is the next stage to collect all research data. After 

collecting research data, the processing stage can start with 

the pre-processing point cloud, segmentation process, and 

quality control process. The flowchart of the research 

methodology is shown in Fig. 1. 

 

 

Fig. 1  Research flowchart 
 
A detailed explanation from the research flowchart is 

described below: 

1)   Class Classification: Class classification and 

definition aim to create a classification schema of what object 

or indoor element will be segmented from the point cloud. 

The final segmented point cloud class is customized for 

indoor office situations referencing S3DIS classes. This 

research will classify point clouds into nine classes: ceiling, 

floor, wall, column, window, door, table, chair, and interior. 

The interior class includes any object inside the rooms except 

tables and chairs, which means various objects such as books, 

bookcases, lamps, vases, boxes, and cupboards. This research 
does not create a new deep-learning model but only fine-tunes 

a pre-trained model. Other research that uses the PointNet 

model for segmentation and the S3DIS dataset aims to create 

a new and improve the deep-learning model, for example, 

Point Transformer by Zhao et al. [39] and A-CNN by 

Komarichev et al. [40]. The indoor class used in this research 

is defined in Table I below. 

TABLE I 

CLASS CLASSIFICATION 

Label Class Definition 

(0) Ceiling The top part of the room surface covers the 
upper limits of a room 

(1) Floor The bottom part of the room, level base 
(2) Wall The surfaces that enclose the room 
(3) Column A vertical compression member in 

structures, the effective length of which 
exceeds three times its lateral dimension 

(4) Window An opening formed in a wall, admits 
daylight through some transparent material 

(5) Door Accessible or movable barriers through the 

wall 
(6) Table Furniture with a raised flat top, supported 

most by 4 legs 
(7) Chair A seat, typically designed for one people 
(8) Interior All other furniture besides the table and 

chair 

 

The S3DIS dataset is commonly used as a benchmark 

dataset to see the effectiveness of a created deep-learning 

model. The pre-trained model of the S3DIS dataset classifies 

point clouds into 13 classes, while this research only uses 9 

classes, so there must be a fine-tuning process to change the k 

number of classes in the model. 

2)   Data Acquisition: This step aims to collect the point 

cloud data in the research location. To collect point cloud 
data, Leica RTC360 was used. It is a portable and easy-to-use 

TLS with high accuracy, making it suitable for indoor 

situations. Each room has several scan stations depending on 

room size and complexity. A room with several scan stations 

is registered directly in the application field using the Cloud-

to-Cloud method. 

 
Fig. 2  Point cloud acquisition process (Source: Author Documentation) 

 

There are 54 scan stations in the research location, 

consisting of 19 stations on the first floor and 35 others on the 

second floor. The point cloud from the acquisition instrument 

has a specific data format and must be processed with Leica 

Cyclone Register360. The point cloud from the acquisition 

process has 3D local coordinates, color (RGB), and intensity 

information. 
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3)   Point Cloud Pre-Processing:  This process aims to 

ensure the point cloud data is ready for segmentation. The 

point cloud pre-processing step consists of noise filtering, 

subsampling, and georeferencing point cloud. Each of them is 

essential and has a specific purpose. Noise filtering is used to 

remove noise and outliers from the data, subsampling is used 

to reduce the total number of data to accelerate time 

processing, and georeferencing to take the local system into 

the ground coordinate system.  

Noise filtering was done using a SOR filter, noise filter, or 

manual segmenting out the noise. The SOR filter uses a 

statistical approach to delete outliers using the average 

distance of a point to its neighbors and reject points that are 

farther than average plus standard deviation [41]. The method 

eliminates points far from their neighbors based on statistical 
calculations [5]. Meanwhile, the radius noise filter considers 

the geometric position between points to detect and delete 

noise [41]. The noise or outliers in point cloud data are caused 

by various things such as sensors or environmental factors 

[42]. The presence of noise can cause calculations and 

subsequent processing of point clouds to become inaccurate 

[5].  

The next pre-processing step is a georeferencing point 

cloud. The process included in the alignment method and 

operator needs to pick a minimum of 4 equivalent pairs of 

points between the tie point in the point cloud and input 

manually coordinates of the tie point sequentially. After the 
alignment process, the final Root Mean Square Error (RMSE) 

is 19.47 mm, which means it is very small.   

4)   Training and Test Dataset: The deep learning 

architecture needs a training dataset to learn and create a 

model and needs a test dataset to evaluate the model. Training 

data in point cloud segmentation is the point cloud data 

containing its information (3D coordinates and additional 

information such as color) and a ground truth label. Deep 

learning will use the information to learn from geometric 

features derived from 3D coordinates and radiometric features 

derived from color corresponding with specific label classes. 
The training process then creates “knowledge” stored in a 

model and uses it for prediction. 

The process of creating a training and test dataset label was 

done precisely using segment tools in CloudCompare. The 

operator selects and defines which class belongs to or 

represents each indoor class, then segments out the rest of the 
point cloud data. The process is then repeated until all indoor 

elements in the room are labeled out for every room, and 

several rooms are chosen for training and others for the test 

process. The sequence of indoor class or the label is the same 

as described in Table I. A sample of input point cloud data in 

RGB and its GT after the labeling process is shown in Fig. 3 

below. 

 
Fig. 3 Point cloud labeling for Ground Truth (GT) (Source: Author 

Documentation) 

This research uses 63% of point cloud data for the training 

dataset and 37% for others for the test dataset. The point cloud 

distribution for the training and test dataset is shown in Fig. 4. 

The ceiling, floor, and wall classes have the highest number 

for both training and test data, while other classes have fewer 

numbers. The reason is that those three classes are the main 

structure of the rooms that must exist in every room. Several 

rooms can be identified with no column, door, table, chair, or 

interior, but all rooms have ceiling, floor, and wall. 

 
Fig. 4  Point cloud distribution for training-testing data 

5)   Point Cloud Semantic Segmentation:  This step is the 

focus of research, where pre-processed point clouds are then 

segmented automatically. The predicted segmentation is then 

analyzed for evaluation. The PointNet architecture, as shown 
in Fig. 5, is used to segment the point cloud due to its ability 

to process huge amounts of data. PointNet is the first neural 

network that directly processes point clouds, which respects 

the permutation invariance of points in the input [22]. The 

architecture is chosen because it directly processes the point 

cloud without regularization or first transforms it into a 

regular structure. PointNet is not a new algorithm in point 

cloud processing but can still be used and become a backbone 

for many architectures today. The research uses and modifies 

script code created by Yan [43]. The code uses Pytorch as a 

framework, and this research uses Python 3.8 as a 

programming language. 

 
Fig. 5 Workflow in the segmentation process. (Source: Authors 

Documentation) 

6)   Performance Evaluation:  Performance evaluation 

aims to ensure that the quality of the segmentation process is 
correct and accurate. This research has done two types of 

performance evaluation to evaluate both model and geometric 

of the segmented point cloud. Each of them has its objective 
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to evaluate the quality of segmentation. The model evaluation 

aims to ensure the trained model has the highest accuracy for 

prediction. The evaluation is used to determine which model 

has the highest Intersection over Union (IoU) score. The best 

model is then used for prediction. This research uses the IoU 

score as a performance evaluation, as seen in Equation 1. 
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 In segmentation problems, the IoU score is the 
standard performance measure that is commonly used to 

evaluate model accuracy [44]. True Positive (TP) is defined 

as the area of intersection between ground truth and 

segmentation mask, or in other words, is the overlap area. It 

is then divided by the union area total of True Positive (TP), 

False Positive (FP), and False Negative (FN). IoU score 

ranges from 0 to 1. An IoU score greater than 0.5 is considered 

a good prediction. 

The geometric evaluation aims to keep segmented point 

clouds with accurate geometry like width, length, and scale. 

It is done by comparing ground truth geometry with measured 

geometry from the point cloud. The ground truth geometry is 
acquired using Leica DistometerTM D2. Using a Distometer to 

measure geometry helps reduce blunders due to misreading 

when using a manual method like measuring tape. This 

research measures 70 samples of geometric dimension used 

to compare with model measurement. The difference between 

them was then calculated to find Root Mean Square Error 

(RMSE).  

III. RESULTS AND DISCUSSION 

A. Semantic Segmentation 

The deep learning process started with training to create a 

model and use the model for prediction. Fig. 6 shows training 

accuracy and mean loss score information for each training 

epoch. The line in the chart has an opposite direction, where 

the training tends to go upward while the mean loss tends to 

go down. This means that for each training epoch, its accuracy 

in creating an accurate model is getting higher than the 

previous epoch, and the loss score is decreased. The training 

accuracy and mean loss score are defined as the difference in 

learned knowledge of the model with ground truth labels in 

training data. The difference is adjusted and then propagated 
back into the neural network. 

 

 
Fig. 6  Training accuracy  and mean loss score 

 

Training accuracy gets a 0.92 score at the first epoch and 

0.31 for the loss score. It indicates the training accuracy is still 

getting a high score despite being the first epoch. The reason 

is possibly due to using a pre-trained model or transfer 

learning strategies that were applied in this research. The 

weight parameters have an initial value from training before 

using S3DIS data, then re-train to get a fine-tuned model. The 

training accuracy gets higher for each epoch and reaches a 

0.98 score in the final epoch, and the mean loss gets a 0.05 

score. This means the training process creates an accurate 
model where it is getting better for each epoch. 

The training accuracy and loss score obtained from the 

training process indicates that the neural network learns to 

extract information from the input data, specifically the 

training data. The knowledge inside the model was then tested 

with a test dataset and compared between them. The process 

then gives a mIoU score, as shown in Fig. 7. The evaluation 

process is repeated for each epoch until the mIoU score is the 

highest possible. Fig. 7 shows that the mIoU score gradually 

increased from the first epoch to the final epoch. The best 

mIoU score is 0.47, lower than expected. It can happen due to 
several factors, but in this case, it is possibly caused by the 

minimum training and test data dataset. The difference in the 

situation between the office and hall-corridor area in the 

research area also possibly became the reason it did not get 

the mIoU score as expected. 

 

 
Fig. 7  mIoU Score 

 

The training process creates two models, a normal model 

and the best model which has the highest mIoU score. The 

best model is used to predict other point cloud data besides 

training and test datasets. The sample prediction of point 

cloud segmentation into nine indoor classes is shown in Fig. 

8. Fig. 8 shows that the trained or best model successfully 

predicts the point cloud data. It means the training process is 
accurate enough to create a deep learning model for point 

cloud segmentation even though the test is not as expected.  

The prediction of point cloud has also been segmented into 

nine classes as defined. This indicates the successful use of 

the transfer learning strategy to use a pre-trained model to re-

train the whole network. It changes the defined class in the 

pre-trained model from 13 classes as S3DIS class into nine 

classes as defined in this research. Although the prediction is 

not as clean as the ground truth, it gives an insight into how 

powerful and capable a deep learning model can be used for 

point cloud segmentation. 
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B. Intersection over Union Analysis 

The Intersection over Union (IoU) score is a common 

method used for the analysis and evaluates the accuracy of the 

segmentation process. After segmentation, the score is 
calculated by comparing the ground truth label and the 

prediction class. Mathematically, it was calculated using True 

Positives (TP), False Positives (FP), and False Negatives (FN) 

of the data. The matrix version of the IoU score is mIoU (see 

equation 1), which has the same concept to compare ground 

truth and prediction. The score measures model accuracy and 

evaluates the whole scene prediction. 

The evaluation measured by the IoU score defines how 

many predicted point clouds are correct according to the test 

dataset. Fig. 9 gives the overall IoU score per class after 

evaluation. From Fig. 9, it can be seen that most classes have 

high IoU scores, which indicates that the predicted point cloud 

using the trained model is the same as the ground truth label 

of the test dataset. The ceiling, floor, wall, door, table, and 

chair classes get IoU scores above 0.5 indicates a good 

prediction. Meanwhile, three other classes, column, window, 

and interior, get IoU scores varying from 0.3 to 0.4. However, 
it still achieves quite near the threshold for them. The 

structure class, ceiling, floor, and wall get high IoU scores, 

comparable with their training accumulation. 

 

 

Fig. 8  Visual comparison of RGB input, GT, and the prediction (Source: Author Documentation) 

 

The column gets the lowest IoU score compared to another 

class, indicating the model still has difficulty finding the class. 

It can be caused by the column data itself having the same 

geometric and radiometric attributes as the wall class. The 

column has a planar surface and the same color as the wall in 

most rooms, making it difficult for the algorithm to 
differentiate them. It can occur for windows because of the 

window's geometry, consisting of many frames. The interior 

class cannot get the threshold, possibly caused by too many 

variations of interior classes in training data. This research 

classifies small indoor elements inside the room except for 

table and chair as an interior class, making the training data 

for the interior vary, which makes learning inconsistent in the 

trained model. 

 

 
Fig. 9  Indoor class IoU per class 

Besides being calculated per class, the IoU score can be 

evaluated per room, as shown in Fig. 10. It gives clear 

information on which rooms get high and low IoU scores or 

which rooms get well-predicted using a trained model. Most 

of the rooms get high IoU scores, indicating a good prediction. 

A room with office situations gets a higher score than a non-
situated one. An area such as a hall, corridor, or stair gets a 

lower score than indoor rooms. The reason is that the training 

dataset contains mostly indoor office situations. It makes the 

trained model know how to predict the office indoor rooms, 

giving it a higher IoU score. In other words, if the model has 

already seen a similar situation with training data, it can be 

more accurate to predict or segment it. 

 
Fig. 10  Indoor class IoU per room 
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The overall accuracy and class average IoU after the 

prediction are quite high; both are shown in Table II. The 

prediction gets a higher score than previous research that also 

uses the PointNet model. The transfer learning strategies used 

possibly became the reason this research gets higher accuracy 

and IoU score. The advantage of using the transfer learning 

method is an accuracy improvement due to the loss score 

having been minimized from previous training. Although it is 

not a fair comparison due to the different data used, it 

compares how transfer learning can boost the deep learning 
model’s accuracy. 

TABLE II 

OVERALL ACCURACY COMPARISON 

Research OA Class Avg IoU Data 

Qi et al. [22] 78.62 47.71 S3DIS 
Yan [43] 78.90 43.70 S3DIS 
This research 84.57 65.58 Research data 

C. Performance Evaluation 

This research used two performance evaluations to 

evaluate the model and geometry of the point cloud after 

segmentation. Based on previous explanations, choosing the 

right training and test dataset affects both the model and final 

prediction. The training data influences the trained model or 
how the model is trained. The trained model is then used to 

predict the test dataset, and the prediction is compared with 

GT labels for evaluation. Well-chosen and generated training 

and test datasets have an impact on the results. 

After training with the training dataset, the trained model 

stores information, knowledge, and patterns. It means the 

information inside the training dataset affects the trained 

model. The pattern inside is what is extracted for the model. 

The model itself is then tested or evaluated using a test dataset 

by comparing the label between the prediction created by the 

model and the ground truth. It means there is a correlation 
between the training and test datasets. If the training data has 

different information and patterns from the test dataset, it 

possibly gets a low evaluation score due to the model not 

being able to predict correctly. This is because the different 

pattern between both datasets makes the model difficult to 

predict. This emphasizes the importance of training and 

testing datasets for the deep learning process. 

Geometry evaluation aims to ensure the predicted model 

still holds the original geometry or has the correct geometries 

of point cloud data [45]. This is important because the indoor 

point cloud data is commonly used as geometry information 

of BIM and as digital twin models, so the geometries of the 
room must be proportionally correct. The evaluation is done 

by comparing ground truth geometries of a room (width, 

length, height) with the corresponding pair in the model. The 

statistics of geometry evaluation are shown in Table III. 

TABLE III 

GEOMETRY QUALITY CONTROL 

Geometry Eval Values (m) 

Maximum difference 0.0394 
Minimum difference 0.0007 
Average difference 0.0154 
Deviation 0.0101 
RMSE 0.0184 

The average difference between the ground truth and the 

model is only 1.5 ± 1 cm, meaning the model is geometrically 

accurate. From the statistics, it can be known that the 

predicted model has accurate geometry and is approximately 

like a real-life room. The difference between real-life and 

model in geometric aspect can be caused by several factors, 

such as the instrument's accuracy for point cloud acquisition, 

tie point measurement, geometry evaluation measurement, 

and then the accuracy when georeferencing data and last 

accuracy when measuring model geometry in software. While 
the instruments used in this research have high accuracy, there 

is a possibility of an error caused by the operator when 

georeferencing and measuring the model. 

D. Discussion 

This study uses the deep learning PointNet model for point 

cloud segmentation and transfer learning strategies for weight 

initialization. The point cloud segmentation process aims to 

separate point cloud data into several subsets according to the 
semantic meaning of the points [8]. The term segmentation is 

widely used in computer vision and deep learning applications 

[22], [46] and has similar meaning with point cloud 

classification [47], [48] or point cloud labeling [49], [50] in 

remote sensing and photogrammetry.  

This research indeed successfully uses PointNet to predict 

the point cloud data into nine indoor classes. The evaluation 

score also shows that the overall accuracy and IoU score 

proves the prediction is accurate enough. Compared with Qi 

et al. [22], this research achieves higher accuracy and IoU 

score. Xiong and Wang [3] use PointNet also for semantic 

segmentation S3DIS dataset and create a BIM model using 
the Dynamo plugin in Revit. The research shows a similar 

pattern where the overall accuracy is good, especially for 

segmenting walls, floors, and ceilings. The finding is similar 

to what this research shows in Fig. 9, where the structural 

room is well segmented. While another class is still worthy of 

recognition, it is not clear as structural elements. 

The finding of Haznedar et al. [51] is parallel with the 

explanation of the training and test dataset in the previous 

section. Haznedar et al. [51] use PointNet to segment the 

heritage point cloud into five classes. However, the results did 

not achieve sufficient accuracy due to the deformation and 
deterioration of the existing buildings in training data. If the 

PointNet algorithm is trained with restitution data, it gives 

higher accuracy. This research also shows that the mIoU score 

is lower than expected as shown in Fig. 7, the minimum 

training and test datasets and the different conditions or 

situation between them cause the reason. It emphasizes the 

important role of training and testing datasets for deep 

learning. The statement about training data was also provided 

by Nurunnabi et al. [52], who use PointNet for large-scale 

outdoor point cloud semantic segmentation. 

IV. CONCLUSION 

The PointNet deep learning architecture can be used to 

predict or segment indoor point cloud data into several indoor 

classes. It receives point cloud data input directly, making it 

efficient because the data does not need to be transformed into 

regular representations first. The IoU score per class shows 

that the PointNet accurately predicts the room's structural 

elements, such as walls, ceilings, and structures. The IoU 
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score per room shows that it can predict better for office 

rooms than for areas such as halls and corridors. This is 

related to the condition of the training and test dataset. Both 

datasets have an essential role in the deep learning process, 

either in training or testing and evaluation. The mIoU score 

still does not provide a sufficient score, probably related to the 

training and test dataset used in this research. However, the 

geometry of the segmented point cloud has been checked and 

represents an accurate geometry for indoor modeling. 
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