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Abstract— This study discusses the face recognition of children with special needs, especially those with autism. Autism Spectrum 

Disorder (ASD) is a complex neurodevelopmental disorder that affects social skills, ways of interacting, and communication disorders. 

Facial recognition in autistic children is needed to help detect autism quickly to minimize the risk of further complications. There is 

extraordinarily little research on facial recognition of autistic children, and the resulting system is not fully accurate. This research 

proposes using the Convolution Neural Network (CNN) model using two architectures: ShuffleNet, which uses randomization channels, 

and Visual Geometry Group (VGG)-19, which has 19 layers for the classification process. The research object used in the face 

recognition system is secondary data obtained through the Kaggle site with a total of 2,940 image data consisting of images of autism 

and non-autism. The faces of autistic children are visually difficult to distinguish from those of normal children. Therefore, this system 

was built to recognize the faces of people with autism. The method used in this research is applying the CNN model to autism face 

recognition through images by comparing two architectures to see their best performance. Autism and non-autism data are grouped 

into training data, 2,540, and test data, as much as 300. In the training stage, the data was validated using validation data consisting of 

50 autism image data and 50 non-autism image data. The experimental results show that the VGG-19 has high accuracy at 98%, while 

ShuffleNet is 88%.
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I. INTRODUCTION

Various research on facial recognition has been conducted 

[1]–[5]. However, there is still limited research on the facial 

recognition of autistic children. Currently, the detection of 

autism in children from a medical point of view has been 

carried out with evaluations related to children's growth and 

development through speech, behavior, hearing tests, and 

genetic tests. This evaluation requires a complex process and 

is ineffective in getting the results of the autism diagnosis. In 
contrast, people with autism must receive treatment as early 

as possible to minimize the risk of more serious 

complications. This study proposes a facial recognition 

system for autistic children using the Deep Learning method 

to recognize the characteristics of autism through facial 

images. Visually, the faces of children with autism and non-

autism are almost identical. However, a study found that the 

facial features of children diagnosed with autism are located 
on the upper face (forehead), the distance between the eyes, 

the middle of the face and lips, and the philtrum (the area 

between the nose and lips) which looks wider than normal 

children [6]–[11]. 

Research by Robson [12] explored the Convolutional 

Neural Network (CNN) method with the CVGG-19 Transfer 

Learning technique to analyze data on children with autism 

with an accuracy rate of 96.10%. Then research by Jahanara 

[13] used the MobileNet algorithm to diagnose autistic people

with an accuracy of 94.6%. Meanwhile, Akter et al. [14]

research explored MobileNet-VI for early detection of autism
symptoms with an accuracy of 90.67%. As well as a study

was conducted by Kalantarian et al. [15], which developed a

crowdsource facial-data emotion labeling method in children

with ASD that yielded an accuracy rate of 94% for disgust,

81% for normal expression, 92% for surprise, and 50% for
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fear. Banire et al. [16] proposed a method to distinguish 

attention from inattention in autistic children through facial 

features from the study obtained an accuracy using the 

Support Vector Machine (SVM) classification of 91% and the 

CNN method of 76.31%. 

This study explored a CNN architecture using two 

architectures, namely ShuffleNet and VGG-19, for the facial 

recognition of autistic children. This architecture is intended 

to produce models with good accuracy in the recognition and 

classification processes and the performance of the two 
architectures. Based on previous research, the ShuffleNet 

architecture performs better with a fast computational process 

[21]. In contrast, using the VGG-19 method, Jahanara [13], 

had fairly good accuracy. Thus, this study adopted the 

ShuffleNet and the VGG-19 architecture for the facial 

recognition of children with autism. 

The main contribution of this paper is as follows: 

 We significantly improve the performance of autistic 

children's facial recognition using ShuffleNet and 

VGG-19 architectures. 

 To the best of our knowledge, ShuffleNet has never 

been used for facial recognition cases for autistic 

children, but based on other references, ShuffleNet is 

quite fast in computing processes, so this study adopted 

the ShuffleNet architecture for computational 

efficiency. 
The remainder of this paper is organized as follows:  

 Section II describes the material and method.  

 Results and discussion are presented in Section III.  

 Section IV concludes the paper. 

 

 

 

Fig. 1  The CNN algorithm structure 
 

A.  Facial Recognition System 

Face recognition systems use technology to identify faces 

in the input image. This system will recognize and match the 

images contained in the dataset to the input images [22]. The 
face recognition process is carried out using a computerized 

method, including detecting and verifying a person through 

an image [23], [24]. Although facial recognition systems have 

been widely studied, several challenges, such as 

misalignment, illumination variations, and expression 

variations, require approaches and tests to improve face 

recognition's accuracy and precision level. 

B. Convolutional Neural Network (CNN) 

CNN or CovNet is one of the deep learning algorithms 

widely used to process data in the form of multiple arrays. The 

CNN algorithm will process two-dimensional data. The CNN 

algorithm is very popular in the problem of recognizing two-

dimensional images, namely images or audio spectrograms, 

and three-dimensional images, such as video [25]. CNN 

consists of two layers, namely Convolution and Pooling [26]. 

CNN architecture in Figure 1 has several layers; the input 

image will go through several layers, namely the convolution, 

activation, pooling, and fully connected layers [27-28]. 

C. Shufflenet Architecture 

This study uses the ShuffleNet architectural model, which 

is an alternative model to save computational time; the 

ShuffleNet architecture is quite efficient because it allows 

many channels or features that can encode more information, 

especially in exceedingly small networks [21]. 

 

 
Fig. 2  ShuffleNet network convolution 
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In convolution stages using the ShuffleNet architectural 

network in Figure 2, in channel (a), There is no channel 

randomization; each output channel only corresponds to the 

input channel in the group. This property blocks the flow of 

information between channel groups and weakens 

representation. In channel (b), if group convolution allows 

input data from different groups, the input and output 

channels will be fully linked. Channel (c), almost similar to 

channel (b) operations, can be implemented efficiently and 

elegantly with channel randomization operations. Suppose a 
convolution layer with group g whose output has g×n 

channels; it reshapes the output channel dimensions to (g,n), 

transposes, and re-aligns it as input from the next layer. 

D. Architecture Visual Geometry Group (VGG)-19 

Visual Geometry Group (VGG) 19 is a variant of the VGG 

model with a multilayer neural network consisting of 19 

layers, including 16 convolutional layers, 3 fully connected 

layers, 5 maxpool layers, and 1 SoftMax layer. There are 

several other types of VGG, such as VGG-11, VGG-16, and 

others, in which VGG-19 has 19.6 billion FLOPs [29–30]. 

VGG 19 trained on ImageNet contains millions of images 

with 1000 categories, a common method for image 

classification as it uses multiple 3x3 filters in each 

convolution layer. VGG has six main sizes, each consisting of 

several connected layers with convolution and full-connected 

layers with an input of 2242243 [31]. 

This VGG-19 architecture uses an alternating structure of 

several non-linear activation layers, uses max-pooling for 
downsampling, and modifies the Rectified Linear Unit 

(ReLU) as an activation function choosing the largest value in 

the area of an image. The down-sampling layer is used to 

increase the anti-distortion capability of an image, maintain 

the sample's main features, and reduce the number of 

parameters [32]–[34]. 

 

 
Fig. 3  The VGG-19 architecture [22] 

 

II. MATERIALS AND METHOD 

The experiment was conducted using facial images of 

children with autism and non-autism obtained from [35]. 

Figure 4 shows the sample of autism and non-autism facial 

images. A total of 2,540 images are divided into 1,270 autistic 

facial images and 1,270 non-autistic images with dimensions 

of 2242243. 

 

  
(a) 

  
(b) 

Fig. 4 The sample of: (a) autism facial images, (b) non-autism facial images 

 

Figure 5 demonstrates the proposed face recognition 

system for autistic children framework. At the dataset input 

stage, the data would be adjusted to the size of the filter 

according to the data entered. The filter is a two-dimensional 

matrix that extracts information for each pixel from the image 

and the number of channels in the image. Then the dataset is 

followed by a convolution layer for the entered data to 
produce a featured layer with values in the form of a different 

matrix from the input data. It then runs the Re-Lu activation 

function on the featured layer, which its function is to change 

the negative value to 0 and pass negative numbers so that it 

will produce a new matrix. The resulting matrix will be 

downsampled through a pooling layer, namely max pooling. 

The matrix resulting from the down-sampling process will be 

reprocessed to obtain the desired results. The results of the 

pooling layer will be flattened, which will produce a one-

dimensional matrix. The one-dimensional matrix will be 

connected to a fully connected layer. At this layer, several 
hidden layers will be formed based on the defined parameter. 

After the hidden layer is formed, it will enter the activation 

function layer, i.e., the SoftMax activation function. After the 

activation function is used, the network layers that have been 

formed is optimized using Adam and SGD optimizer. This 

optimizer will set the learning rate value, this value will affect 

the epoch during the training process. After the architecture is 

determined, the data training stage will be based on the 

predetermined epoch value. Then the network architecture is 

validated during the training process and then the architecture 

will be exported into the model. The resulting model will be 

used in the testing phase.  
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                (a)                     (b) 

 
(c) 

Fig. 5  The proposed framework: (a) raw data input (b) Design model (c) 

Model output 
 

The results of the implementation of the architecture in this 

study are classification using two Convolutional Neural 

Network (CNN) architectures, namely ShuffleNet and Visual 

Geometry Group (VGG)-19, which have previously been 

modified. At the testing stage, the model is carried out to test 

the accuracy of the CNN model that has been made. Test data 

in the form of images of autism and non-autism that have been 

entered from a system that has been built using the CNN 
architecture will be processed to produce output in the form 

of an introduction to the two types of images that are 

represented in the form of a table with CSV format. The 

model output will be manually compared with the original test 

data. The level of accuracy will be calculated and analyzed 

using a confusion matrix. 

Furthermore, the training phase's output is a model using 

two CNN architectures: ShuffleNet and VGG-19. The model 

will be used to recognize two types of data input at the test 

stage to recognize and classify facial images of people with 

autism and non-autism. Next, we will compare the results of 
classifying facial images of people with autism and non-

autism through the curves generated from the process. 

A. ShuffleNet Architecture Implementation 

The ShuffleNet architecture used in this simulation is the 

second version of the ShuffleNet architecture. The 

characteristics of the ShuffleNet architecture are described in 

Table 1. Table 1 shows the ShuffleNet architecture 

parameters, where the data will be convoluted using Re-Lu 

activation. Then in the pooling layer, the Maxpooling 

technique will be used, namely taking the maximum value 

from a convolution process to determine the value of the new 

matrix for the next layer. In the next layer, the data will be 

processed in a fully connected layer where a 

multidimensional matrix measuring 4464 must first be 

converted into a one-dimensional matrix using a flatten 

technique with a size of 1024. Then a matrix measuring 1024 

will be converted into a matrix with a size of 512 using Re-

Lu activation. In the next stage, the 512-sized matrix will be 
converted into a 2-size matrix using the SoftMax activation 

function based on this system, also using a dropout technique 

to select and remove neurons randomly. It is used to prevent 

overfitting and is the fully connected layer, which works by 

deactivating some unnecessary neurons to speed up the 

training process. During the learning process, the total 

parameters or weights generated are 581,938 parameters. 

TABLE I 

SHUFFLENETV2 ARCHITECTURE 

Layer (type) Output Shape Activation Parameter 

Conv2D None, 127,127,16 Re-Lu 208 

MaxPooling2D None, 64,64,16 Re-Lu 0 

Conv2D None, 62,62,32 Re-Lu 4640 

MaxPooling2D None, 21, 21, 32 Re-Lu 0 
Conv2D None, 17, 17, 64 Re-Lu 51264 

MaxPooling2D None, 4, 4, 64 Re-Lu 0 

Flatten None, 1024 - 0 

Dense None, 512 Re-Lu 524800 

Dropout None, 512 - 0 

Dense None, 2 Softmax 1026 

Total 581,938 

B. VGG-19 Architecture Implementation 

The implementation of the VGG-19 architecture in this 

study can be seen in Table 2.  

TABLE II 

VGG-19 ARCHITECTURE 

Layer (type) Output Shape Activation Parameter 

Conv2D  None, 224, 224, 64 Re-Lu 1792 

Conv2D None, 224, 224, 64 Re-Lu 36928 

MaxPooling2D None, 112, 112, 64 Re-Lu 0 

Dropout None, 63,63,32      - 0 

Conv2D  None, 112, 112, 128 Re-Lu 73856 

Conv2D  None, 112, 112, 128 Re-Lu 147584 

MaxPooling2D None, 56, 56, 128 Re-Lu 0 

Conv2D  None, 56, 56, 256 Re-Lu 295168 

Conv2D  None, 56, 56, 256 Re-Lu 590080 

Conv2D  None, 56, 56, 256 Re-Lu 590080 

Conv2D  None, 56, 56, 256 Re-Lu 590080 

MaxPooling2D None, 28, 28, 256 Re-Lu 0 

Conv2D  None, 28, 28, 512 Re-Lu 1180160 

Conv2D  None, 28, 28, 513 Re-Lu 2359808 

Conv2D  None, 28, 28, 514 Re-Lu 2359808 

Conv2D  None, 28, 28, 515 Re-Lu 2359808 

MaxPooling2D None, 14, 14, 512) Re-Lu 0 

Conv2D  None, 14, 14, 512 Re-Lu 2359808 

Conv2D  None, 14, 14, 513 Re-Lu 2359808 

Conv2D  None, 14, 14, 514 Re-Lu 2359808 

Conv2D  None, 14, 14, 515 Re-Lu 2359808 

MaxPooling2D None, 7, 7, 512 Re-Lu 0 

Flatten  None, 512     - 0 

Dense None, 512 Re-Lu 262656 

Dropout None, 512 Re-Lu 0 

Dense None, 2 SoftMax 1026 

Total 20,288,066 
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It can be observed that using the VGG-19 architecture, the 

data will be convoluted using Re-Lu activation. Next, the 

Maxpooling technique will be used in the pooling layer, 

namely, taking the maximum value from a convolution 

process to determine the value of the new matrix for the next 

layer. Then the data will be processed in a fully connected 

layer where a multi-dimensional matrix measuring 77512 

must first be converted into a one-dimensional matrix using 

the flattening technique with a size of 512. In the next step, 

the 512-sized matrix will be converted into a matrix of size 2 

using the activation function SoftMax. This architecture also 
uses a dropout technique to select and eliminate neurons 

randomly, mainly used to prevent overfitting and speed up the 

training process. During the learning process, the total 

parameters or weights generated are 20,288,066 parameters. 

E. Accuracy 

Accuracy represents the ability of the model to run a 

system properly, and the trained model will resemble the 

actual system performance. The system performance can be 

evaluated using the Accuracy, Recall, Precision, and F-Score 
metrics [36]. 

 Accuracy:  
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Four combinations of the actual value and the predicted 

value are used to see the performance of the classification 

system with the output of two classes. TP is True Positive, TN 

is True Negative, FP is False Positive, and FN is False 

Negative. 

III. RESULT AND DISCUSSIONS 

A. Training and Validation Results using ShuffleNet 

The model was developed using the ShuffleNet 
architecture in the training and validation stages. The dataset 

is grouped into training and validation data, each of which 

amounts to 2,540 training data consisting of images of autism 

and non-autism. At the training and validation stage, where 

the comparison between training data and validation data is 

80:20, there are 2032 images used to be trained. As many as 

508 images are used for validation to see the relationship 

between epochs with the level of accuracy and loss from the 

training stage. Their respective validations can be observed 

on the curves shown in Figure 6 and Figure 7. 

Figure 6 shows that the blue curve is the accuracy curve at 

the training stage, and the red curve is the validation accuracy 
curve. On the training accuracy curve (blue color), it can be 

observed that at epoch 28, the level of accuracy during the 

training process is quite high, with a maximum accuracy value 

of 84%. While on the validation curve (red color), it can be 

seen that the number of epochs generated to get 83% accuracy 

is 28 epochs as well. We can conclude that as the number of 

epochs increases, it will affect the level of accuracy of the 

training and validation stages. 

 
Fig. 6  The Relationship of epoch and accuracy using ShuffleNet 

 
Fig. 7  The Relationship of epoch and loss using ShuffleNet 

Based on Figure 7, the results curve for the training stage 
shows the relationship between epochs and losses using the 

ShuffleNet architecture. It can be observed that the blue curve 

is the training stage loss curve, and the red curve is the 

validation loss curve. The training loss curve (blue color) 

shows that when the number of epochs is 28, the resulting loss 

rate is almost close to 30%. While on the loss validation curve 

(red color), it can be seen that the number of epochs needed 

to get a loss value close to 40% is when the epochs are 27. 

Based on the curve obtained in Figure 7, it can be seen that 

the loss resulting from the training and validation stages is still 

quite large for the implementation of the ShuffleNet 
architecture. 

B. Training and Validation Results using VGG-19 

The model was built using the VGG-19 architecture at the 

training and validation stages. The dataset is grouped into 

training and validation data, each of which amounts to 2,540 

training data consisting of images of autism and non-autism. 

At the training and validation stages, where the comparison 

between training data and validation data is 90:10, it means 

that there are 2286 images used to be trained, and as many as 
254 images are used for validation to see the relationship 

between epochs with the level of accuracy and loss from the 
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training stages. Moreover, the respective validation can be 

observed on the curves shown in Figure 8 and Figure 9.  

 

 
Fig. 8  The Relationship of epoch and accuracy using VGG-19 

Figure 8 shows the epoch relationship curve and accuracy 

using the VGG-19 architecture. Based on these curves, it can 

be observed that the blue curve is the accuracy curve at the 

training stage and the red curve is the accuracy curve at the 

validation stage. On the training accuracy curve (blue color), 

it can be seen that at epoch 29, the accuracy rate during the 

training process was quite high, with the accuracy value 

reaching more than 93%. While on the validation curve (red 

color), it can be seen that the number of epochs produced to 

get 90% accuracy is 29 epochs. Based on Figure 8, it can be 
observed that the level of accuracy on the resulting curve from 

the training and validation stages will continue to change as 

the number of epochs increases so that the number of epochs 

used during training will be tested to achieve the optimum 

accuracy value. 

Based on Figure 9, the epoch-loss relationship curve uses 

the VGG-19 architecture. Based on the curve, it can be 

observed that the blue curve is the loss curve for the training 

stage, and the red one is the loss curve for the validation stage. 

The training loss curve (blue color) shows that when the 

number of epochs is 29, the resulting loss rate is 10.9%. While 

on the loss validation curve (red color), it can be seen that the 
number of epochs needed to get a loss value close to 30% is 

when there are 29 epochs. Based on Figure 9, it can be 

observed that the resulting curve of the training and validation 

stages has a decrease in loss as the number of epochs 

increases. 

 

 
Fig. 9  The Relationship of epoch and loss using VGG-19 

C. Comparison of Accuracy Results 

Based on the test results in Table 1 and Table 2, the 

accuracy of the Shufflenet and VGG-19 architectures is 

obtained. To measure the performance of the classification 
system, the confusion matrix table can be used, as shown in 

the table. By using equations (1), (2), (3), and (4), the 

accuracy results of the two architectures can be observed in 

Table 3. 

TABLE III 

PERFORMANCE COMPARISON 

Architecture 

CNN 

Accuracy 

% 

Recall 

% 

Precision 

% 

F-

Score 

% 

ShuffleNet 
VGG-19 

88% 
98% 

85% 
97% 

90% 
99% 

87% 
98% 

 

Based on Table 3, the comparison shows the best accuracy 

achievement using VGG-19, where the accuracy value 

achieved is up to 98%. This study's accuracy level is better 

than previous study by Jahanara [13], that obtained an 

accuracy of 96.10%. While ShuffleNet has an accuracy rate 

of 88%, the model built using this architecture is quite fast, as 

research by Zhang et al. [21] has done in the classification 

process. This is quite efficient in saving time during the 
computational process. 

TABLE IV 

PERFORMANCE COMPARISON OF SEVERAL METHOD OF FACE RECOGNITION 

IN AUTISTIC CHILDREN 

Method Accuracy Ref 

Convolution Neural Network 
(CNN) by Transfer Learning 
(CVGG-19) 

96.10% [13] 

Deep Learning by MobileNet 
algorithm 

94.6% [6] 

Proposed method 98%  

 

Table IV shows several performance comparisons of 

several face recognition methods in autistic children. Based 

on our studies, the results show that the method we proposed 

has a better accuracy value than the previous method, which 

is 98%. 

IV. CONCLUSION 

This study evaluated the performance of CNN 

architectures for autism facial recognition, namely VGG-19 

and ShuffleNet architectures. Autism and Non-Autism look 

identical, but in this study, they can be distinguished by a 

facial recognition system using the Convolution Neural 

Network (CNN) algorithm. The facial recognition system 

using VGG-19 is much more accurate, with an accuracy rate 

of 98%, while ShuffleNet results in 88% accuracy. In contrast, 

ShuffleNet is quite fast in computing processes; therefore, 

ShuffleNet architecture is efficient for computational. 
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