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Abstract—This study evaluated the detection performance of four Mask R-CNN models trained in different scenarios. The first two 

scenarios are trained with a learning rate of 0.01 using data augmentation on the training data. The other two scenarios are trained 

with a learning rate of 0.001 and the same as previously, using augmentation on training data. These models are trained to detect water 

sprouts in cacao plants. The original data used are obtained from photographed pictures on the cocoa farm. As much as 150 images, 

the data is divided into 120 images for training data and 30 images for testing data. In previous studies, the model was trained without 

performing data augmentation, so that the amount of data trained was less than this study. Data augmentation is implemented to 

compromise the small amount of data and prevent over-fitting during the model training process. This process uses six augmentation 

parameters, namely horizontal flip, blur using Gaussian blur, contrast modification using linear contrast, color saturation alteration, 

cropping the sides of the image randomly by 50 pixels, and rotating the image. The test is carried out by varying the threshold value in 

the range of 0.6 to 0.9. The results obtained indicate that the model trained with a learning rate of 0.001 with data augmentation can 

detect objects better than other models with an F1score of 0.966 at a threshold of 0.8. This research will be developed to create a water 

sprout cutting robot in the future. 
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I. INTRODUCTION

Water sprouts are part of the plant that farmers often 
consider parasites. They will overgrow along with the cocoa 
tree's growth [1], [2]. A non-directed growth will produce a 
plant canopy that generally grows lengthwise upwards with a 
single trunk or branch. The strong dominance of the apical 
(shoot tip) at the tip of the plant spurs the plant to continue 
growing upward. In cacao plants, water sprouts can also cause 
Cherelle wilt due to competition between water sprouts and 
fruit buds in obtaining photosynthetic results [3], [4], which 
has resulted in a decrease in cocoa production. Cocoa is one 
of the leading commodities originating from South America 
and has been developed in Indonesia since 1930 [5]. As the 
third-largest cocoa producer globally, Indonesia faces a crisis 
where there has been a decline in cocoa production in the last 
ten years. Increasing production can be done by applying 
automation technology in agriculture and, simultaneously, 
reducing dependence on the availability of human labor [6], [7]. 

Research on automation in agriculture has been carried out 
over the last few decades [8]–[11]. However, its 
implementation has many obstacles, such as the complexity 
of field operations and inconsistencies in cropping systems 
that hinder the implementation of automation technology in 
plantations [12], [13]. Due to the large area of the cocoa 
plantation, a system is needed to detect water sprouts in each 
existing cocoa plant to simplify and speed up the pruning 
process for each water sprout grown on the cocoa tree. 

Water sprouts can be detected and classified based on the 
color of the leaves, ranging from green, pink, brown, and 
several other color variations [2]. Many algorithms can be 
used to detect leaf objects in the image. In Zhang et al. [14] 
research, the individual leaf was detected by examining leaf 
veins to estimate its location and direction using the SKEDET 
method. Another study detected the disease in rubber tree 
leaves using edge detection techniques, namely Sobel edge 
detection [15]. Furthermore, leaf angle distribution 
measurements were performed by detecting individual leaves 
using the SfM-PCNN (structure from motion-pyramid CNN) 
method, in which leaf borders are drawn while minimizing the 
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influence of the inner leaf texture [16]. Chen et al. proposed a 
shape-based leaf segmentation method that performs leaf 
segmentation using a continuous function and produces 
precise leaf edge contours [17]. In another study, Wang et al. 
detected overlapping leaves using the Sobel operator and the 
Chan-Vese algorithm [18]. Apart from the methods 
mentioned earlier, deep learning methods are also widely used 
by researchers to detect objects. 

The deep learning method is widely used in various 
applications such as text classification, speech recognition, 
and image recognition. This method uses non-linear 
transformation functions arranged in layers where the 
resulting learning model can better represent the training data. 
It also aligns with the growing ability of processors and 
graphics processors to process large amounts of data [19].  

Deep learning requires large amounts of data for the 
training process, and more data generally results in better 
model performance [19], [20]. However, collecting data on 
water sprouts with various variations is challenging. 
Therefore, with a limited amount of data, increasing the 
amount without diminishing the data format's integrity is 
essential to disappear the shortage of data sets. 

Song et al. apply random crop and rotate techniques to 
augment data. Besides, data enhancement was also carried out 
and then trained using the Inception3 and MobileNet models. 
The trained model is then embedded in an Android device to 
classify endangered animal species. The best accuracy result 
is 89% by comparing the two models obtained using the 
MobileNet model [21]. 

In Kutlugün, Sirin, and Karakaya's research, face 
recognition was conducted using the CNN model. For the 
training process, augmentation was implemented by applying 
several different filters to the data set to increase data variety 
during the training process. Furthermore, the resulting model 
is analyzed to determine which filter provides the most 
effective classification result [19]. 

Furthermore, Park, Lee, and Park performed data 
augmentation on human body parts for training in human pose 
estimation models. This method offers to crop the body part 
in the image to be trained so that no image segment is too 
small, and there is no redundancy in the augmented data [22]. 

Almutairi and Almashan researched instance segmentation 
on newspaper elements (page headers, articles, and 
advertisements). A horizontal flip technique on 50% of the 
data set images is carried out to increase data sets. Thus, the 
training process focuses on the layout of the article instead of 
the text contained in it. The model used to train the dataset is 
the Mask R-CNN [23]. Islam et al. also carried out research 
related to CNN by analyzing the augmentation process. Some 
of the techniques used are re-scaling, zooming, shearing, 
rotation, width, and height shifting. The resulting model with 
augmented data achieves an accuracy of 97.12%. This 
performance was 4% higher when compared to the model 
without augmentation [24]. 

In this study, the Mask R-CNN method was applied to 
detect water sprouts in cocoa plants, and data augmentation 
was applied to develop previous studies [25] to improve the 
detection results of water sprouts. The Mask R-CNN is a deep 
learning model that uses a regional convolutional neural 

network (R-CNN) for object detection, classification, and 
segmentation [26], [27]. The training data augmentation 
technique is performed to add variation. First, the data is 
labeled on each water sprout, then trained using Mask R-CNN. 
The training process is carried out four times by applying 
different parameters in each training process, as shown in 
Figure 1. Thus, the performance of each training model with 
and without data augmentation at 0.01 and 0.001 learning 
rates can be obtained. 

  

 
Fig. 1  Process block diagram 

II. MATERIALS AND METHOD 

A. Mask R-CNN 

Instance segmentation detects objects and segments objects 
simultaneously. The Mask R-CNN algorithm can detect water 
sprouts by implementing an instance segmentation process 
that produces three outputs: class, bounding box, and mask. 
The visualization results from detecting water sprouts will 
make obtaining the water sprouts' position on each existing 
cocoa tree easier. The Mask R-CNN algorithm is an algorithm 
that implements the in-depth learning process in AI (Artificial 
Intelligence). Mask R-CNN is the development of Faster R-
CNN [28], which implements semantic segmentation using 
the FCN (Fully Convolutional Network) algorithm [29]. 
Developments of Faster R-CNN include ROI Align 
introduced as a substitute for RoI Pooling in Faster R-CNN 
[30]. Since RoI Pooling is not aligned based on the top pixel 
one by one (Pixel-to-pixel alignment), this has no significant 
impact on the bounding box but significantly impacts mask 
accuracy. The mask accuracy after using RoI Align 
significantly increased from 10% to 50% [31]. 

Semantic segmentation is introduced to actualize the 
separation of the relationship between mask and class 
prediction, where the mask branch only performs semantic 
segmentation, and class prediction assignments are assigned 
to other branches. Thus, it differs from the original FCN 
network, which original FCN also predicts the type of mask it 
has when predicting masks. The structure of the Mask R-CNN 
network is shown in Figure 2. 
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Fig. 2  Mask R-CNN architecture 

 
The Mask R-CNN passed through a training and testing 

process. The training process is carried out in several stages: 
data preprocessing, data augmentation, feature extraction, 
region network proposals, RoI Classifier & bounding box 
regressors, and segmentation masks. In preprocessing, the 
image on the training dataset is labeled for each object to be 
studied for its features using a polygon shape; thus, the 
resulting bounding box resembles its shape. The next stage is 
data augmentation, where the artificial addition of data is 
carried out to obtain diverse data. 

The feature extraction process used in this system is a 
region-based convolutional neural network (CNN). Ross 
Girshick introduced this method to solve the number of 
regions selected using the selective search method to extract 
2000 regions from the image. These regions are then entered 
into a convolution neural network for feature extraction [32]. 
However, the training process is prolonged. Girshick created 
the Fast R-CNN method to optimize the training process time 
in which the region entered in the image is not extracted using 
selective search. However, the image is directly inserted into 
the convolution neural network to produce feature maps. The 
resulting feature maps extract the proposal region using a 
selective search algorithm. The Mask R-CNN is the Faster R-
CNN method, which extracts the proposal region using RPN 
[33]. The difference between the Mask R-CNN and the 
previous method is the application of RoI Align and adding 
branches to carry out instance segmentation. For Masks R-
CNN, several backbones can be used, namely ResNet50, 
ResNet101, ResNet152[34], [35], which will be combined 
with the feature pyramid network (FPN). ResNet will detect 
low-level features (edges and corners) in the initial layer, and 
the next layer will detect higher-level features, respectively, 
as shown in Figure 3. Whereas the feature pyramid network 
enhances the standard feature extraction pyramid by adding a 
second pyramid, which takes high-level features from the first 
pyramid and passes them to the bottom layer. The pyramid 
network feature allows each level to access lower and higher-
level features to avoid missed segmentation of objects in the 
next stage [31], [36]. 

The network proposal will scan and display the ground 
truth bounding box and the predicted bounding box at the 
region stage. The ground truth bounding box is a bounding 
box obtained from the image's annotation process. In contrast, 
the predicted bounding box is obtained from predictions of 
areas containing object areas through the feature extraction 
process. At this stage, a refinement process is also carried out 
on the bounding box (ground truth and prediction) so that the 
bounding boxes do not overlap. 

 

In the next stage, the region of interest generated from the 
proposed network region will classify objects using the 
highest Intersection over Union value. Intersection over 
Union is the slice value between the ground truth bounding 
box and the predicted bounding box. Higher Intersection over 
Union value results in a smaller slice between the ground truth 
bounding box, the predicted bounding box, and the area 
classified as a class in the detection process. At this stage, the 
best bounding box will also be given based on the Intersection 
over Union (IoU) value for the object contained in the image. 

The segmentation mask stage is a process that takes the 
positive RoI that has been obtained from the RoI Classifier & 
bounding box regressor stage. The segmentation masks stage 
provides segmentation of objects that have been classified 
using the Fully Convolutional Network (FCN) algorithm, 
which plays a role in Semantic Segmentation, to provide a 
mask for each pixel per 3 pixels of the object. FCN performs 
a dense prediction that will differentiate each object's pixels 
in the image and display each object pixel with a different 
label/color. 
 

 
Fig. 3  The example of feature maps produced by ResNet101 

B. Dataset 

The training and testing data are collected from cocoa 
farms located in Wajo Regency, South Sulawesi, Indonesia. 
Data were taken using a Nikon Coolpix P610 camera with a 
100-200 cm distance and a height of 100 cm, as shown in 
Figure 4. This selection of distance and height, considering 
that water sprouts on the main stem of the cocoa plant and the 
spacing between trees are 200-400 cm, which is the standard 
spacing in cocoa cultivation practice. From this data 
collection, 150 image samples measuring 3120 × 4160 pixels 
were obtained and stored in the JPEG format. The sample data 
was then divided with a ratio of 80:20 for the training data. 
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1)  Preprocessing data 

The data collection is 150 images with 120 training data 
and 30 testing data. In preprocessing, image data is labeled 
manually using VIA (VGG Image Annotation) to obtain 
annotation values in the form of object coordinates in the 
image used in the training stage, a ground-truth bounding box. 
The resizing and padding processes are also carried out to 
uniform the image size to 1024 × 1024 pixels at the data 
preprocessing stage, as shown in Figure 5. 

2)  Data augmentation 

The training data used in this study were 120 image data. 
The number of 120 images is very minimal for the training 
process using the Mask R-CNN algorithm. This data 
augmentation process is used to avoid over-fitting [24]. 
Overfitting occurs when the accuracy of the training data is 
higher than the testing data. Thus, data augmentation is 
implemented to prevent over-fitting during the model training 
process. The data augmentation process makes it possible to 
create new data based on the data collected as input data, as 
shown in Figure 6. This data augmentation process uses six 
parameters: horizontal flip, blur using Gaussian blur, contrast 
modification using linear contrast, modifying color saturation, 
cropping the sides of the image randomly by 50 pixels, and 
rotating the image. 

 

 
Fig. 4  Data collection scenario 

 

 
Fig. 5  Examples of training data (a) original data with 3120×4160 size, (b) 
resized image to 1024×1024 

 
 

C. Training the Model 

In the training process, the Mask R-CNN is used to study 
water sprout features with ResNet101 as the backbone and 
COCO dataset as the pre-trained model [37]. COCO is a vast 
dataset with 328k image data divided into 91 class categories. 
It is often used for object detection and image segmentation 
with the pre-trained model used to transfer learning from large 
datasets so the model used during training can learn the 
features of the data more quickly. 

The training process was carried out with four scenarios 
with 50 epochs each to produce four different models to 
compare the performance. The training combines learning 
rates (LR) of 0.01 and 0.001 with data augmentation to 
determine the optimal configuration among the four scenarios. 
Details of the training scenario are as follows: 

• T1:  Training using LR 0.01 without data augmentation 
• T2:  Training using LR 0.01 with data augmentation 
• T3: Training using LR 0.001 without data 

augmentation 
• T4:  Training using LR 0.001 with data augmentation 

D. Detection Model 

The Mask R-CNN method proceeds through three 
prediction steps to produce object detection. The first is the 
Region Proposal Network to determine the Region of Interest 
that contains objects to become proposals (see Figure 7(a)) 
based on a trained model. 

The next step is to classify the proposal using the heads 
classifier to generate bounding boxes and confidence scores 
and determine the object class, as shown in Figure 7(b). The 
last step is to apply masking to the object detected in the 
previous stage, as shown in Figure 8, to extract objects from 
the background at the pixel level. The extraction process by 
FCN classifies each pixel of the water sprout object contained 
in the bounding box. 

 
Fig. 6  Examples of data augmentation (a) multiply, (b) horizontal flip, (c) 
cropping, (d) rotate, (e) blur, (f) contrast 
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Fig. 7  Detection process (a) proposal result from RPN process, (b) classified 
proposal result example 

E. Evaluation Metric 

The recall, precision, and F1-score evaluate learning model 
performance. Recall calculates the ratio of water sprouts to 
the test data detected by the system (equation (1)). The 
precision score calculates the positive water sprout detection 
ratio to the system's overall detection of water sprouts 
(equation (2)). Because recall and precision calculate two 
different ratios, it is necessary to calculate the F1-score to 
determine the harmonic mean of metric recall and precision, 
as in equation (3). This metric is also used due to the non-
symmetrical number of false-negative and false-positive data. 
F1-score measurements produce values in the range of 0-1, 
where the greater value indicates a better performance. 
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TP, FP, and FN are obtained from confusion matrix 
calculations, where TP is True Positive detection, FP is False 
Positive detection, and FN is False Negative detection. 

III. RESULTS AND DISCUSSION 

Experiments were carried out with four training scenarios 
and by changing the threshold values. The optimal F1-score 
of the previous study was obtained at a threshold of 0.6 [19]. 
So, in this study, the threshold range used was between 0.6 
and 0.9 to evaluate the detection system's performance 
increase. In the first scenario, training (T1) is conducted with 
LR 0.01 with a non-augmented training dataset. The resulting 
model cannot correctly detect water sprouts, as shown in 
Figure 8 (a). The number of objects detected using this model 
is tiny; thus, the number of water sprouts detected at most was 
only 20%. The resulting model's performance on T1 shows a 
low F1-score with a downward trend and an increase in the 
minimum confidence threshold, where the highest F1-score is 
0.333. 

In the second training scenario (T2), with an LR of 0.01 and 
an augmented dataset, the number of objects that the model 
could detect increased significantly (Figure 8 (b)). However, 
of all objects detected using this model, an average of 57% 
are FP detections; thus, the precision value tends to be smaller 
than the recall value. By using this model, the highest F1 score 
obtained is 0.543. It also shows that the performance 
improves with the minimum confidence threshold increase. 

In the third scenario (T3) with LR 0.001 and without data 
augmentation, the model can detect water sprouts well (Figure 
8 (c)). However, the number of objects the model detects is 
less than the number of water sprouts in the test dataset, 
indicating many FN detections. A higher minimum 
confidence threshold used results in a higher number of FN 
detections, which causes the model's performance to 
deteriorate along with the minimum confidence threshold 
used. From Figure 9, it can be seen that the resulting highest 
F1-score is 0.692, better than the model trained using LR 0.01. 

 

 
Fig. 8  Evaluation results example of (a) T1, (b) T2, (c) T3, (d) T4 

 

 
Fig. 9  Model performance based on F1score 

 
In the last scenario (T4), with an LR of 0.001 and an 

augmented dataset, the highest F1-score performance is 0.966. 
The model generated in the fourth scenario is the best at 
detecting water sprout objects (Figure 8 (d)) compared to the 
three models used in this experiment. TP detection results are 
very high, above 90%, and the resulting detection error is 
relatively small, about 5%. 

IV. CONCLUSION 

This research performs the detection of water sprouts using 
the Mask R-CNN deep learning method. This paper performs 
data training using four scenarios by combining augmentation 
techniques and learning rate configuration. The Mask R-CNN 
model trained using data augmentation with a learning rate of 
0.001 can detect water sprouts with the highest F1-score of 
0.966. Data augmentation can improve the model's ability to 
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detect objects, and models without data augmentation suffer a 
lot of error detection. This research will be developed to 
create a water sprout-cutting robot in the future. 
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