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Abstract—Problems related to food are indeed an issue that continues to be discussed by the government, both imports, self-sufficiency, 

the issue food security. Food security conditions have become one of the biggest problems in Indonesia, even though Indonesia is an 

agricultural country with abundant resources. The problem is not only the availability but also the affordability. It happens due to the 

social inequality between the rich and the poor, which means the rich can easily relish food. People with low incomes experience food 

insecurities. Thus, an appropriate strategy and policies can be done for each province in Indonesia to make it equal. Cluster analysis is 

used to map the provincial profile based on the condition of food security. However, the variable types in this research are numerical 

and categorical data, which makes general cluster analysis insufficient. This study used the Cluster Ensemble Based Mixed Data 

Clustering-Robust Clustering Using Links (CEBMDC-ROCK) method to cluster provinces in Indonesia based on food security 

conditions. The analysis process starts with numerical clustering data using Agglomerative Hierarchical Clustering (AHC) and then 

with categorical data using Robust Clustering Using Links (ROCK). The result shows that the province in Indonesia is divided into five 

groups based on the quality of food security, which is from very low to excellent. Based on the clustering results, which provinces need 

special attention from the government regarding food security can be seen. 
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I. INTRODUCTION

Food is a basic human need, not only to fulfill the human 

rights of every people or as a moral obligation but also as an 

economic and social investment in forming a better 

generation in the future [1]–[3]. However, the availability of 

food that is smaller than the need can create economic 

instability. As a result, various social problems and political 

stability can occur if food security is disturbed [4]. Critical 

food conditions can disrupt economic and national stability 

[5]. Therefore, the government is continually working to 

improve society's food security through domestic production 

and additional imports. 
The World Health Organization (WHO) defines three main 

components of food security. The first is access to food, the 

second is availability, and the last is food utilization. The 

Food and Agriculture Organization (FAO) has now added a 

fourth pillar, the three pillars of stability over the long term 

[5], [6]. From this definition, it can be seen that food security 

is a rather complex issue, and therefore, it can be seen that the 

participation of all sectors of society is necessary to make 

good food security [7]. Food security in Indonesia has been 
regulated in Law Number 18 Article 1 of 2012 [8].  

The issue of food is indeed an issue that continues to be 

discussed by the government, both about imports, self-

sufficiency, and food security [9]. Especially Indonesia, as an 

agricultural country with fertile soil and abundant resources, 

is still struggling with food supply problems [10]. Indonesia 

itself ranks 5th on food security scores from 10 countries in 

ASEAN. The rating of Indonesia is not good compared with 

other countries, considering Indonesia has enormous potential 

compared to other ASEAN countries. 

Recently, the World Bank has also highlighted the food 
access problem in Indonesia, especially for vulnerable and 

poor groups [8]. The issue of food security in Indonesia is not 

only a matter of availability but also affordability. It causes 
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food imbalance in Indonesia because it is only enjoyed by 

financially capable groups and cannot be accessed by the poor. 

It means that people with low incomes experience food 

insecurities or food insecurity. Through these problems, it can 

be seen that there is inequality or disparity in food security in 

the territory of Indonesia [11]. It is certainly not easy to 

achieve equitable food security distribution in Indonesia. In 

overcoming the problem of food security in Indonesia, it is 

necessary to provide accurate, comprehensive, and well-

organized food security information.  
To be able to overcome inequality or food security gaps in 

Indonesia, as well as to be able to determine the right policy 

in formulating a food security strategy in Indonesia, it is 

necessary to map the provincial profile based on the condition 

of food security. Provinces can be considered the smallest unit 

of a government, with the hope that the policies set later 

become more targeted so that food security in Indonesia 

becomes more evenly distributed. Provincial mapping can be 

done through one of the statistical methods, namely cluster 

analysis. 

Cluster analysis is an essential method in statistical data 
processing to perform data analysis [12]–[14]. Cluster 

analysis can be used to group objects or data into a group 

based on their similarity [15], [16]. There are two methods of 

grouping contained in cluster analysis, hierarchical and non-

hierarchical clustering [17], [18]. Hierarchical clustering is a 

method that seeks to build a hierarchy until a dendrogram is 

formed [19], [20]. Unlike hierarchical clustering, non-

hierarchical clustering starts with defining the desired number 

of clusters[21]. Then the clustering process is performed 

without following a hierarchical method. Finding the desired 

number of clusters in advance was problematic, so researchers 
are usually more interested in hierarchical clustering [22].  

Several well-known cluster algorithms in hierarchical 

clustering include Single, Complete, and Average linkage 

[23]–[25]. Single, Complete, and Average linkage algorithms 

can be applied to numerical data [26]. As for categorical data, 

you can use Robust Clustering Using the Links (ROCK) 

method, which is a development of the hierarchical method 

for categorical data and has good accuracy [27], [28]. The 

ROCK method is robust for outlier data because it can handle 

outlier data quite well [18]. Using a link, the ROCK method 

measures the similarity between a pair of data points. 

Observations with a high link were combined into one cluster, 
while those with a low link were separated [27]. The number 

of links between observations highly depends on the specified 

threshold value (�). In practice, errors in determining (�) can 

result in errors in the clustering, where each observation was 

be in the same cluster or each observation was in a different 

cluster [29]. 

The reality that is developing at this time where the 

available data conditions are no longer in a single form 

(numeric or categorical) but is a combination of mixed scale 

data [30], [31]. The cluster method developed and used for 

mixed-scale data is Cluster Ensemble Based Mixed Data 
Clustering (CEBMDC), developed by [32]. CEBMDC is a 

clustering method to combine the grouping results from 

several clustering algorithms to get an optimal cluster [33]. 

Several previous studies have developed the CEBMDC 

method, including [16], [31], [34]–[36]. 

This study uses the Cluster Ensemble Based Mixed Data 

Clustering-Robust Clustering Using Links (CEBMDC-

ROCK) method to cluster Provinces in Indonesia based on 

food security conditions. The CEBMDC-ROCK method was 

chosen because the research variables related to food security 

used in the study are a mixed data scale, which is numerical 

and categorical. The results of the clustering using the 

CEBMDC-ROCK are expected to describe the profile of the 

Provinces in Indonesia by the quality of their food security so 

that they can then become recommendations for the Central 
Government and Regional Governments in determining the 

strategy for developing Indonesian food security so that food 

security in Indonesia is more evenly distributed. 

II. MATERIAL AND METHOD 

A. Cluster Analysis 

Cluster analysis is a method in multivariate analysis to 

group n observations into C groups (� ≤ �) based on their 
characteristics. The purpose of cluster analysis is to cluster an 

object that is most similar to another object to be in the same 

cluster and have similarities [17]. 

1)  Numerical Data Clustering: The Numerical data 

clustering method is based on the size of the dissimilarity or 

distance. The dissimilarity measure commonly used is the 

Euclidean distance [37]. 

��	 = �(�� − �	)�(�� − �	); �, �= 1, . . . , � and � ≠ � 
(1) 

with ��� = [��� , ��� , . . . , ���] and  �	� = [��	 , ��	 , . . . , ��	]. 
The clustering method used in this study is a hierarchical 

grouping method called Agglomerative Hierarchical 

Clustering (AHC). The following are some algorithms for 

clustering using AHC [38]. 

 Single Linkage. Single linkage is a clustering algorithm 
that uses the minimum distance. In general, a single 

linkage algorithm is written in Equation 2. �( !)" = #$�{ � ! , �!"} (2) 

 Complete Linkage: Complete linkage is a clustering 

algorithm that uses the maximum distance. The 

complete linkage algorithm is shown in Equation 3. �( !)" = #'�{ � ! , �!"} (3) 

 Average Linkage. Average linkage is a clustering 

technique from the average distance between objects by 

the algorithm shown in Equation 4. 

�( !)" = � " + �!"� !�"  (4) 

2)  Categorical Data Clustering: The clustering of 

categorical data is carried out using similarity or distance 

measures for categorical data. Then, clustering can be carried 

out using hierarchical or non-hierarchical methods. However, 

these methods are not suitable for use with categorical data. 

Therefore, an appropriate method has been developed, 
namely the Robust Clustering Using Links (ROCK). A new 

concept is formed in the ROCK method, namely the link. 

Clustering using the ROCK method with the following stages: 

612



 Measuring Similarity. The measure of similarity 

between the u-th and v-th observation pairs is 

calculated by the formula shown in Equation 5. 

)$#(*� , *	) = |*� ∩ *	||*� ∪ *	| , � ≠ � (5) 

where  � = 1,2, . . . , �and � = 1,2, . . . , � *� : The u-th observation set with *� ={��� , … , �012345678129�} *	 : The v-th observation set with *	 ={��	 , … , �012345678129	} 

 Determine the Nearest Neighbor. Observations *� 

with *	  can be considered as neighbors if the value )$#(*� , *	) ≥ 0. The threshold value (�) used is at an 

interval of 0 to 1, according to the available data. 

 Link. If there are observations of *�, *	, and *<, with *� is neighbor of *	, and then *	 is a neighbor of  *<, 

it said that *� has a link with *< even though *� is not 

a neighbor of *< . The way to calculate links for all 

possible pairs of n objects can use a matrix =. Matrix = 

is a matrix of size 1 if *� and *	 are declared similar 

and 0 if *�  and *	  are declared dissimilar (not 

neighbors). The number of links between pairs of *� 

and *	 is obtained from the product of the row to *� 

and column to *	 of matrix =. If the link from *� and *	 is getting bigger, the more likely it is that *� and *	 

are in the one cluster. 
 Local Heap. Local heap is the Goodness Measure value 

for each group with other groups if the link is not equal 

to zero. Goodness Measure is an equation that 

calculates the number of links divided by the possible 

links formed based on the size of thegroup. Goodness 

Measure can be calculated by the formula in Equation 

6. 

>(��, �	) = ?$�@(�� , �	)
(�� + �	)�A�B(C) − ���A�B(C) − �	�A�B(C) (6) 

with link(�� , �	) = ∑ ?$�@(*� , *	)HI∈KI,HL∈KL  is the 

number of links from all possible pairs of objects. �� and �	 is the number of members in group-u and v. M(�) = �NC
�AC with � is the threshold value. 

 Determine the Global Heap, which is the max value of 

Goodness Measure between columns in row-u. 

 Perform steps (d) and (e) until the maximum value is 

obtained in the Local Heap and Global Heap. 

 As long as the data size is more than k, with k being the 

specified number of classes, the cluster with the largest 
Local Heap value and the largest Global Heap is 

merged into one cluster.  

3)  Mixed Data Clustering: Suppose there are data with 

mixed-scale variables as much as m, where #��0OPQR  is the 

number of purely numerical-scale variables and #RSTOUVPQRSW is the number of pure variables with a categorical 

scale, so that: # = #��0OPQR + #RSTOUVPQRSW . Furthermore, 

data clustering is carried out according to the data type 

separately. The clustering results are combined using the 

CEBMDC-ROCK method to obtain the final cluster. 

4)  CEBMDC-ROCK: The working concept of CEBMDC-

ROCK is to cluster objects with a clustering algorithm that 

fits the data separately, which means that numerical data was 

grouped with the appropriate algorithm, and the same applies 

to categorical data. Furthermore, the clustering results are 

recombined using the ensemble clustering method based on 

ROCK. 

B. Clustering Performance 

Measuring the performance of clustering results is a step to 

determine the validity of a clustering result.  

1)  Performance of Numerical Data Clustering Results: 

The process of finding the best by a number of clusters is an 

important step [39]. This step is called cluster validation. Sum 

of Square Total (SST). 

XXY��0OPQR = Z Z(��W − �̄W)�
�

�\�

0]I^4781

W\�
 (7) 

Sum of Square Within Group (SSW) 

XX_��0OPQR = Z Z Z(��WR − �̄WR)
�

�\�

0]I^4781

R\�

�K

R\�
 (8) 

Sum of Square Between Group (SSB) 

XX`��0OPQR = XXY��0OPQR − XX_��0OPQR  (9) 

The new cluster R-square is the ratio of SSB and SST, 

meaning that R-square can be defined as a measure of the 

difference between clusters, with values ranging from 0 to 1. 

a� = XX`��0OPQRXXY��0OPQR = XXY��0OPQR − XX_��0OPQRXXY��0OPQR  (10) 

The maximum value of the Pseudo-F can determine the best 

number of clusters. The formulation of Pseudo-F in Equation 

11. 
 

Pseudo-F = i a�j − 1k
i1 − a�� − j k (11) 

After getting the best number of clusters, the next step is to 

determine the best clustering algorithm for numerical data 

based on the ICD Rate value [40]. The ICD Rate formula is 

shown in Equation 12. 

ICD Rate = 1 − XX`��0OPQRXXY��0OPQR = 1 − a� (12) 

2)  Performance of Categorical Data Clustering Results: 

Performance measures for categorical data have been 

developed by [39]. If the performance measurement is on the 

data of n observations, then �q is an observation with the k-th 

category where @ = 1,2, . . . , r  and ∑ �q = �sq\� . 

Furthermore, �qR is the number of observations with the k-th 

category and the c-group, where j = 1,2, . . . , � is the number 

of clusters formed.  

So that �q = ∑ �qRKR\�  is the number of observations in the 

k-th category. The total number of observations can be written 

in Equation 13. 
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� = Z �R =
K

R\�
Z �q = Z Z �qR

K

R\�

s

q\�

s

q\�
 (13) 

 

To determine the optimal number of clusters by using the ratio 

of X" with Xt . Sum of Square Total (SST) 

XXYRSTOUVPQRSW = �2 − 12� Z �q�
s

q\�
 (14) 

Sum of Square Within Group (SSW) 

XX_RSTOUVPQRSW = �2 − 12 Z 1�R
K

R\�
Z �qR�

s

q\�
 (15) 

Sum of Square Between Group (SSB) 

XX`RSTOUVPQRSW = 12 uZ 1�R Z �qR�
s

q\�

K

R\�
v − 12� Z �q�

s

q\�
 (16) 

Mean of Square Total (MST) 

wXYRSTOUVPQRSW = XXYRSTOUVPQRSW(� − 1)  (17) 

Mean of Square Within (MSW) 

wX_RSTOUVPQRSW = XX_RSTOUVPQRSW(� − �)  (18) 

Mean of Square Between (MSB) 

wX`RSTOUVPQRSW = XX`RSTOUVPQRSW(� − 1)  (19) 

Standard Deviation in Group (X") 

X" = xwX_RSTOUVPQRSW (20) 

Standard Deviation in Between Group (Xt) 

Xt = xwX`RSTOUVPQRSW (21) 

The performance of a categorical data clustering method is 

getting better if the ratio value of X" and Xt  is getting smaller.  

C. Research Variables 

Secondary data were sourced from the Badan Ketahanan 

Pangan (BKP) in 2020. The unit of observation is 34 
Provinces in Indonesia. The variables used in this study 

consisted of 9 variables, which are presented in Table 1. 
 

TABLE I 

FOOD SECURITY RESEARCH VARIABLES 

Numerical Variables 

Variables Description 

*� 
Percentage of the population living below the 

poverty line 

*� 
Percentage of households with a proportion of 

expenditure on food more than 65% 

*y 
Percentage of households without access to 
electricity 

*z 
Percentage of households without access to clean 
water 

*{ 
The ratio of the population of health workers to the 
level of population density 

*| 
The average length of schooling for girls is over 15 

years *} Open Unemployment Rate 

Categorical Variables 

Variables Description Category 

*~ 
Human 

Development Index 

0: Very High (≥80) 
1: High (70 – 79,9) 
2: Medium (60 – 69,9) 
3: Low (< 60) 

*� 

Percentage of 
toddlers with below 
standard height 
(stunting) 

0: Above the national 
stunting prevalence 

(≥27,67%) 
1: Below the national 

stunting prevalence 
(< 27,67%) 

D. Research Methodology 

The steps of analysis using CEBMDC-ROCK are 

described as follows: 

 Divide data by numerical scale and categorical scale. 

 Clustering numerical data scale variables using the 

AHC method with the distance used is the Euclidean 

distance. 

 Calculating the Pseudo-F value and ICD Rate for each 

clustering algorithm. The optimal cluster is obtained by 

the largest Pseudo-F value and the smallest ICD Rate 

value, which is then expressed as the result of 

numerical grouping data. 
 Clustering categorical data scale variables using the 

ROCK method with a predetermined threshold value (�) of 0.05; 0.1; 0.2; 0.32; and 0.40. 

 Calculating the value of X", Xt , and the ratio X" with Xt  for each threshold value (�). 

 Determining the smallest value of the ratio X" with Xt , 

which is then expressed as the optimum number of 

clusters resulting from categorical grouping data. 

 Combining the grouping results based on the output of 
the numerical and categorical data grouping using the 

ROCK method. The threshold value (�)  used is the 

same, namely 0.05; 0.1; 0.2; 0.32; and 0.40. 

 Calculating the value of the ratio X" with Xt  for each 

combined cluster threshold value (�) . The smallest 

value of the ratio of X" with Xt  is the optimum group 

for mixed data, hereinafter referred to as the final 

cluster. 
Based on point a-h, the stages of analysis in this study are 

visualized in Fig. 1.  
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Fig. 1   Framework by CEBMDC-ROCK 

 

III. RESULTS AND DISCUSSION 

Province clustering in Indonesia based on food security 

conditions begins with numerical clustering data, continues 
with categorical data, and ends with mixed data clustering. 

A. Numerical Data Clustering 

The variables used for numerical clustering data are 

variables *� − *}  according to Table 1. The results of 

clustering variables with numerical data scale using the AHC 

method with several algorithms tried are shown in Table 2. 
 

TABLE II 

NUMERICAL DATA CLUSTERING RESULTS 

Clustering 

Algorithm 

Number of 

Clusters 
Pseudo-F 

ICD 

Rate 

Single Linkage 

2 10.37 0.76 

3 8.23 0.65 

4 8.53 0.54 

Complete 
Linkage 

2 17.08 0.65 

3 15.54 0.50 

4 13.31 0.43 

Average Linkage 

2 10.37 0.76 

3 8.23 0.65 

4 10.14 0.49 

 

Based on Table 2, the largest Pseudo-F value in each 

clustering algorithm produces two optimal clusters. 

Furthermore, from each clustering algorithm used, it is found 

that the complete linkage algorithm is the best in clustering 
Provinces in Indonesia based on food security conditions, 

which is obtained from the smallest ICD rate value. The 

results of clustering Provinces in Indonesia for numerical data 

are divided into two clusters. Each group member contains 9 

Provinces in Cluster 1 and 25 Provinces in Cluster 2, 

hereinafter referred to as the results of numerical grouping 

data. 

B. Categorical Data Clustering 

Clustering conditions of Indonesian food security based on 

categorical data using the ROCK method using variables *~ − *�  according to Table 1. Grouping with the ROCK 

method uses a threshold value (�) set at the beginning, 0.05; 

0.1; 0.2; 0.32; and 0.40. The threshold value (�) is considered 

to have a large enough difference in the value of the ratio of 

X"  with Xt  so that it is considered capable of providing a 

significant difference. 

TABLE III 

CATEGORICAL DATA CLUSTERING RESULTS 

� 
Number of  

Clusters 
�� �� 

The ratio of  �� with  �� 

0.05 2 0.37 4.63 0.08 

0.10 2 1.91× 10N�{ 5.82 3.29× 10N�| 

0.20 3 0.76 7.35 0.10 

0.32 2 0.75 10.57 0.07 

0.40 4 3.45× ��N�� 5.15 6.69× ��N�� 

 

The information obtained from Table 3 shows that the 

threshold value (�) that produces the smallest ratio X" with Xt  is � = 0.4, which has four clusters based on the condition 

of food security in Indonesia. The results of clustering 

Provinces in Indonesia for categorical data are divided into 

four clusters. The results are then referred to as categorical 

groups. 

C. Mixed Data Clustering 

After obtaining the results of the optimal grouping of 

numerical and categorical data, the next step is to combine the 

clustering results. The threshold value (�) is 0.05; 0.1; 0.2; 

0.32; and 0.40. And then the results of clustering are presented 

in Table 4. 

TABLE IV 

MIXED DATA CLUSTERING RESULTS 

� 
Number of  

Clusters 
�� �� 

The ratio of  �� with  �� 

0.05 3 0.71 4.26 0.17 

0.10 3 0.71 4.26 0.17 

0.20 4 0.63 3.83 0.16 

0.32 4 0.82 3.64 0.22 

0.40 5 5.80× ��N�� 8.47 6.85× ��N�� 

 

Table 4 provides information on what produces the 

smallest X" to Xt  ratio value is � = 0.4 , with the number of 

clusters is five. We can conclude that the food security 

condition in Indonesia is divided into five clusters. 

Furthermore, Table 5 shows the details of provincial members 

in each cluster. 
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TABLE V 

PROVINCE DETAILS OF EACH CLUSTER 

Cluster Province 

1 

Sulawesi Selatan, Kalimantan Selatan, Sumatera Utara, 

Kalimantan Tengah, Kalimantan Timur, Jawa Tengah, dan 

Sulawesi Tenggara 

2 

Kep. Bangka Belitung, Sumatera Barat, Riau, Kep. Riau, 

Jawa Barat, Jawa Timur, Bali, Kalimantan Utara, Sulawesi 

Utara, Yogyakarta, dan Banten 

3 
Maluku Utara, Gorontalo, Maluku, Nusa Tenggara Barat, dan 

Sulawesi Tengah 

4 
Papua, Nusa Tenggara Timur, Sulawesi Barat, dan 

Kalimantan Barat 

5 
DKI Jakarta, Aceh, Sumatera Selatan, Lampung, Papua 

Barat, Jambi, dan Bengkulu 
 

In Cluster 1, there are seven provinces. Cluster 2 there are 
eleven provinces. Cluster 3 there are five provinces. In cluster 

4, there are four provinces; in Cluster 5, there are seven. 

Cluster 1 is a group of provinces with good quality food 

security. It has a low percentage of poor people, a percentage 

of households without access to electricity, and a percentage 

of households without access to clean water, as well as the 

high HDI category. Meanwhile, it has a proportion of food 

expenditure of more than 65 percent, the lowest among other 

groups, and the ratio of health workers was down. The 

prevalence of stunting under five was above 27.67%. 

Cluster 2 is a province group with very good quality food 
security. Because it has the lowest percentage of poor people, 

percentage of households without access to electricity, and 

percentage of households without access to clean water, as 

well as with a high ratio of health workers, the HDI group, 

which is included in the high category, and the prevalence of 

stunting under five is below 27.67%. But with a moderate 

proportion of food expenditure of more than 65%. 

Cluster 3 is a group of provinces with low-quality food 

security. It has a high percentage of poor people and a 

percentage of households without access to electricity, a high 

percentage of households without access to clean water, an 

average ratio of health workers and the HDI category, and a 
prevalence of stunting under five children over 27. 67%, but 

has a low proportion of food expenditure of more than 65 

percent. 

Cluster 4 is a province group with very low-quality food 

security. It has a very high percentage of poor people, a 

percentage of households without access to electricity, a very 

high percentage of households without access to clean water, 

the lowest ratio of health workers among other groups, with 

the moderate HDI category, and the prevalence of stunting 

under five is above 27.67%. Still, it has a proportion of more 

than 65 percent of food expenditure, which is the highest 
among other groups. 

Meanwhile, cluster 5 is a province group with moderate 

quality food security. It has an average percentage of poor 

people and households without access to electricity, 

households without access to clean water, and a high HDI 

category. But as a proportion of more than 65 percent of food 

expenditure is high, the ratio of health workers is the highest 

among other groups, and the prevalence of stunting is above 

27.67%. 

IV. CONCLUSION 

The Cluster Ensemble Based Mixed Data Clustering-

Robust Clustering Using Links (CEBMDC-ROCK) method 

is used to cluster Provinces in Indonesia based on food 

security conditions has been successfully carried out. Based 

on the analysis, five optimal clusters were obtained with the 

threshold value � = 0.4 . Furthermore, the provinces in 

Indonesia are distributed into five clusters, where Cluster 1 is 

a group of Provinces with good quality food security. Cluster 

2 with excellent food security quality. Cluster 3 is a group of 

provinces with low-quality food security. Cluster 4 is a cluster 

with a very low quality of food security. Moreover, lastly, 
Cluster 5 is a group of provinces with moderate-quality of 

food security. Thus, the strategy and new policies can be 

updated by considering the five clusters to make a balanced 

food security system in Indonesia. 
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