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Abstract—Gas-liquid two-phase flows in pipes are common in various industrial processes requiring fluid transport through pipes and 

ducts under varying operating conditions. Computational fluid dynamics (CFD) simulations of various conditions of gas-liquid 

turbulent flow in a horizontal circular pipe are presented in the current paper. The simulations utilize the Level-set Method coupled 

with the Volume of Fluid (VOF) method to calculate the normal interface for the VOF re-construction step. In the present approach, 

the flow governing equations are solved numerically first for the mixture, followed by an additional equation for the second phase. A 

geometric re-construction technique is then used to reconstruct the interface between the two phases. This geometric re-construction 

technique is based on a piece-wise-linear interface construction approach. For the simulations, a number of eddy viscosity models 

(EVM) were tested, namely, � � �, � � �, and the Re-Normalisation Group (RNG) � � � in both standard and differential form of

turbulence viscosity. Numerical results were validated against detailed measurements and mechanistic models and were found to be in 

complete agreement. The results were analyzed for the flow physics of the transfer of momentum across the stratified two-phase using 

the velocity profiles of the gas and liquid phases, liquid hold-up, and different hydrodynamic forces. The paper also highlights the 

suitability of such a coupled VOF approach for stratified flows via comparisons against measurements and common industrial 

mechanistic models. 
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I. INTRODUCTION

Gas-liquid two-phase flows in pipes are quite common in 

various industrial processes such as oil and gas, chemical 

plants, hydro and nuclear power plants etc. Many of these 

sectors' processes require liquid transport through pipes and 
ducts under varying operating conditions. A stratified two-

phase flow commonly appears at low liquid and gas flow rates 

where complete separation of the two phases occurs. 

Depending on the gas flow rate, the interface between the 

phases may appear smooth or wavy, introducing a subdivision 

of this pattern (i.e., stratified and stratified-wavy flow). The 

wavy stratified flow regime can be broadly categorized, based 

on the wave structures, into rippled, two-dimensional (2D), 

and roll waves [1]. In many stratified two-phase pipe flows, 

the estimation of primary design parameters, such as 

volumetric ratios, interfaces, pressure drop etc., is generally 

done through empirical correlations. However, most of these 
correlations' predictive capabilities seem to deteriorate when 

applied to flow conditions different from those used in their 

tuning [2]. A slightly more advanced way of modelling two-

phase flows is by the use of the momentum balance 

mechanistic models. In such semi-empirical models, the 

pressure forces are balanced with the shear and gravitational 

forces using different shear force correlations which are 

necessary to close the model. However, these 

phenomenological or mechanistic models are also quite 

limited, due to their inability to account for the inherent 

unsteadiness in the flow [3]. The alternative is thus to use a 

mathematical modeling approach that can capture both the 
transition and the interface of such complex flow problems. 

Early work aiming at employing the turbulent eddy 

viscosity hypothesis in the Computational Fluid Dynamics 

(CFD) simulations was mainly restricted to flows in 

rectangular cross-section ducts [4]. In these two-dimensional 

(2-D) studies, simple steady-state turbulence models were 

used for each of the two phases. In the majority of the cases, 

the interface was assumed to be smooth. On the other hand, 

for the wavy flow configuration, the interface was treated as 

a rough moving wall with an imposed interfacial roughness, 

estimated from the measurements of the relative height of 
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interface waves. Reasonable agreements were reported for 

measurements in simple channel flows. 

For a slightly more complicated pipe flow geometry [5], 

the flow in the liquid phase was solved only with the gas phase 

treated as a bulk flow. Relatively simple turbulence models 

were used, and the phases were coupled by explicitly giving 

an empirical friction factor to calculate the interfacial shear 

stresses. The results compared well to the mechanistic model 

[6]. For the same problem, [4] used a slightly more advanced 

approach by solving both the phases with the assumption of a 

smooth interface, showing a good agreement with 
measurements. This approach was later used to recalculate the 

cases of [5]. However, comparisons with experiments showed 

large discrepancies. Using a low Reynolds model approach, 

this work was later extended to a larger pipe diameter [7], 

where the coupling between phases was achieved through the 

velocity, assuming equal shear stresses at the interface. [8] 

used a similar approach to simulate wavy stratified gas and 

liquid mixture flow through a pipe with an imposed interfacial 

roughness using algebraic models to account for the 

secondary flows. They successfully reproduced the 

experimental observations of [9]Error! Reference source 

not found., which are of interest in the present study. These 

measurements were also numerically reproduced [10] but 

with a number of simplifications; they solved for the gas 

phase only by using an imposed roughness at the interface [9]. 

The pipe bottom wall was assumed as a rough moving flat 

surface. A high level of success was reported by simplifying 

the problem down to a single-phase flow. 

Using only half of the pipe cross-section, various oil-gas 

two-phase flow regimes for different pipe orientations was 

simulated [11]. The VOF model was used to get qualitative 

results only with the assumption of laminar flow, which is not 
necessarily a true representation of the original problem [11]. 

More recently, the same approach was used but with the � �� turbulence model [12]. The simulated phases (air and water)

were introduced as a mixture at the pipe inlet, similar to the 

scenario that is adopted in the present work. However, only 

qualitative comparisons were shown, which cannot be used to 

predict the accuracy and reliability of the presented model. 

More recently, a number of studies have been conducted 

on two-phase flows with the use of sophisticated experimental 

and numerical techniques [13]–[24] and also by utilizing 
machine learning [25]–[38]. However, in the literature, most 

studies deal with either a specific flow regime or use many 

simplifications with or without empirical formulations (see 

[39]). Nevertheless, a few exceptions exist where a wider 

range of flow regimes is simulated, but the reported 

comparisons are only qualitative.  

Furthermore, almost all the numerical approaches 

discussed till now require prior knowledge about either the 

position of the interface or the stresses on it. Thus, it seems 

that there are still a number of gaps when it comes to the CFD 

modeling of multi-phase flows in pipes. The present 

contribution presents a methodology that does not require any 
empirical information and in which the interface is tracked 

naturally through a transient solution of the flow governing 

equations. Thus, the current modeling approach is more 

robust as it does not require the simulated flow regime to be 

known a-priori. 

II. MATERIAL AND METHOD

A. The Volume-of-Fluid Model

Various numerical models have been developed to solve

the governing equations and track the interface between the 

phases, including the well-known Volume of Fluid (VOF) 

model [40]. This model was developed for naturally coupling 

the two phases and tracking the interface between them. In the 

VOF model, a volume fraction function (�) is defined whose
average value is unity (1) in any cell that is fully occupied by 

the liquid phase and zero (0) in any cell containing the gas 

phase. Any intermediate value between 0 and 1 would imply 

that the interface between the phases runs through that cell. 

The interface tracking is achieved by solving the volume 

fraction function transport equation of the second phase, 

which reads as: 

�
�	 
��� + �. 
����⃗�� (1)

where �� represents the density of the secondary phase (or the�	�  phase) and ��⃗�  is its velocity vector. In addition to this

equation, the flow governing equations are solved for the 

mixture. The continuity and momentum equation of the 

following form is used in the current formulation, 

��
�	 + ∇. (� ��⃗ ) (2) 

�(� ���⃗ )
�	 + ∇. 
� ��⃗ � = �∇� + ∇. ��
∇��⃗ � + ∇��⃗  ! + �"# (3)

The physical properties appearing in the above equations 

(i.e., � and �) are defined based on the volumetric presence of

the constituent phases in each computational cell, expressed 

as: 

� = ∑ ����%�&' (4) 

� = ∑ ()�)*)+, -)∑ ()�)*)+, (5) 

The VOF model is thus a kind of a two-phase model which 

does not consider two immiscible fluids separately. The two 

fluids are considered a single effective continuum spanning 

the whole solution domain in this method. The effective 

fluid's physical properties depend upon the volume fraction's 

local value, and the interface's motion is then deduced 

indirectly from these results. It should be noted that coupling 

between the phases and, subsequently, momentum transfer at 

the interface is readily achieved through the nature of the VOF 
method. This formulation is thus simple to implement and 

computationally economical. 

B. Geometric Reconstruction Scheme

In the present simulations, once the interface was captured,

a geometric re-construction scheme using a piece-wise-linear 

(PLIC) approach was used to construct the interface. The 

interface re-construction scheme explicitly approximates the 

location of the interface within each cell volume. This is based 
on the volume fraction values of the cell and its surrounding 

neighboring cells by allowing the linear interface within each 

cell to be constructed at an angle to the cell face using the 

PLIC method. The advection of fluid across the interface cells 

is computed by assuming a linear slope for each control 

volume at the interface. The linear slope is given by the 
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interface normal (gradient of the volume fraction), where the 

intercept follows from invoking the volume conservation. 

After calculating the position of the interface as mentioned 

above, the amount of fluid convected through each cell is 

computed using the volume fraction and its derivatives within 

the cell. The amount of fluid convected through each face is 

then calculated using the computed linear interface from the 

previous time step and the normal and tangential velocity 

components on the cell face. These face volume fluxes are 

then used in the discretized equations. Further details of the 

method can be found in Kulkarni [41]. 

C. Level-set Method Coupling with VOF  

The level-set method is one of the popular interface-

tracking methods available for two-phase computing flows. 

Conceptually, this method is similar to the interface tracking 

method of the VOF model. However, in the method of Osher 

and Sethian [42], the level-set function is defined as a positive 

or negative distance from the interface (Γ). One of the strong 
points of the level-set method is that spatial gradients of the 

level-set function can be accurately calculated as the function 

is smooth and continuous. Nevertheless, [43] reported that 

this method is not volume-conserving. 

On the other hand, the VOF method is conservative by 

nature as it computes and tracks the physical volume fraction 

in each cell rather than tracking the interface. However, one 

of the weaknesses of the VOF model is the calculation of the 

spatial derivatives of the volume-fraction function, which are 

discontinuous across the interface. The idea of coupling the 

level-set method and the VOF model is therefore aimed at 

removing the weaknesses of the two approaches. In the 

current formulations, the level-set function (/), can take one 

of the following values 

 / = 0 +|2|     primary phase0              Interface�|2|   secondary phase  (6) 

Where 2 represents the distance from the interface Γ. For 

a two-phase flow system, Γ reads as 

 Γ = DE |/(E, G) = 0H (7) 

The value of the level-set function throughout the flow 

domain can then be estimated through the transport equation 

of the form 

 
�I
�	 + ∇. 
��⃗ /� = 0 (8) 

Once the level-set function is estimated, it is used to 

calculate the normal interface for the VOF re-construction 

step. This coupling technique was adopted in all the present 

simulations to improve the accuracy of the interface capture. 

(a)  

(b)       

Fig. 1 (a) Computational domain; (b) Adopted mesh 

D. Case Setup 

The present simulations were run using a finite-volume 

pressure-based segregated, implicit solver with the SIMPLE 

algorithm for the Pressure/Velocity coupling. A 2nd order 

accurate upwinding scheme was used for the discretization of 
the convective terms, whereas an implicit time discretization 

was adopted for all the conservation equations. The details of 

the suitability of the solver and the numerical discretization 

procedures have been extensively benchmarked in the past on 

various configurations [44]–[72]. 

The Geometric Reconstruction scheme [41], which is used 

to construct the deformed interface between the phases, 

requires information about the volume fraction to compute the 

face fluxes of the volume fraction near the interface. Hence 

an explicit algorithm was used for the volume fraction 

equation. For the simulations, a number of eddy viscosity 

models (EVM) were tested; � � �, � � J, and the RNG � ��  in both standard and differential forms of turbulence 

viscosity. 

The computational domain used for the simulations is 

shown in Fig. 1a. The chosen domain was scaled down from 

the experimental setup [9] while preserving both the Reynolds 

and the Froude numbers. The dimensionalization process is 

reported in detail in Ali [73]. At the inlet, a mass-flow-rate 

with a uniform mixture-velocity (normal to the pipe inlet 

cross-section) was prescribed; the phases were then allowed 

to develop as the simulations progressed, which settling down 
naturally to the stratified condition. At the inlet, the mixture 

turbulence intensity (K) and the turbulence length scales were 

set to 5% and 0.1D, respectively. A zero gradient outflow 

boundary condition was employed at the domain exit, 

whereas both the gas- and liquid-side walls were set as 

(hydro-dynamically smooth) non-slip solid walls. For all the 

simulations, the primary phase was considered water, and the 

second phase was air. The effect of the gravity on the flow 

was taken into account and the initial flow rates of the mixture 

along with the volume fractions of the two phases were set to 
match the inflow conditions.  

For all the simulations, the non-dimensional time step was 

set to give the local CFL (Courant Friedrichs Lewy) number 

of around 1. At each step, several inner iterations were 

performed for the flow to converge to the desired accuracy, 

even though this is not a strict requirement as the flow is 

inherently unsteady in nature.  

The main strategy of the present simulations is to 

automatically capture the interface between the gas and liquid 

phases (initially set as a homogeneous mixture and flowing 

co-currently) without any a-priori knowledge about the 

interface. The flow was allowed sufficient time to firstly 
separate, and then the liquid-level was allowed to build-up (to 
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a steady height) as the calculations progressed. The total flow 

development time was about 10 flow-through passes based on 

the gas phase superficial velocity. Once the liquid level height 

in the flow domain was stable (not changing as the solution 

progressed), a statistical time-averaging of the solution was 

commenced based on a further 5-10 flow-through passes. 

E. Mesh Sensitivity Study 

The computational domain comprising of a fully 
conforming hexahedral mesh with an O-grid topology was 

generated. At the center of the pipe, a square blocking 

topology was utilized to avoid skewed cells. A zoomed-in 3-

D view of the computational domain is shown in Fig. 1b. 

A number of grids with increasing refinement ratios were 

generated for the mesh sensitivity study (see TABLE I). 

However, only three grid results are shown here, namely 

Coarse, Fine, and Finest (see Fig. 2). The grid resolution study 

was based on refining the mesh in the central section of the 

O-grid by comparing a number of flow parameters for the 

different grids. The refinements of the fine and the finest grids 
were respectively set to 4 and 8 times that of the number of 

cross-sectional cells in the coarse mesh. Note that a non-

dimensional wall distance of LM = 1 was set for all meshes.  

TABLE I 

GRID INDEPENDENCE STUDY 

Mesh 

Name 

Cells/Cross-

section 

Gas Bulk 

Velocity (m/s) 

Pressure 

Gradient 

(Pa/m) 

Coarse 756 0.9730 4.94 
Fine 3276 0.9777 1.89 

Finest 5952 0.9782 1.78 

 

The grid-independence tests were carried out using the 

Differential RNG � � � model. A summary of some of the 

numerical results along with the mesh parameters is given in 

Table1. It was noted that a refinement of 300% resulted in a 

change of about 62% for the pressure gradient and about 0.5% 

for the mean gas-phase bulk velocity (area-weighted average 

of the mean gas velocity over the gas flow cross-section area).  

 

Fig. 2  Mesh Sensitivity Study 

A further refinement of approximately 80% resulted in 

only 5% and 0.05% changes for the mean pressure gradient 

and the mean gas-phase bulk velocity, respectively. It was 

thus decided not to refine the mesh any further, and the 

remaining results are all presented as the finest mesh. Apart 

from the mean bulk variables, mean velocity profiles at 

various stations (not reported herein) were also tested for the 

three grids to ensure that the reported results are grid-

independent. 

F. Experimental Data 

A set of experimental data [9] for the wavy stratified two-

phase flow regime in a long horizontal pipe. The measured 

data has subsequently been used for comparisons with a 
number of numerical studies; [8], [10]. 

TABLE II 

GLOBAL EXPERIMENTAL VARIABLES  

# Height OPQ 〈SQ〉 〈SU〉 |VW/VY| 〈ZQ〉 〈ZU〉 〈Z[〉 
1 42.9 1.2 2.03 0.24 1.65 0.02 0.18 0.04 
2 41.0 1.7 2.76 0.25 3.00 0.03 0.16 0.08 

3 38.8 3.1 4.83 0.27 6.85 0.09 0.25 0.18 
4 34.5 4.3 6.19 0.32 8.70 0.14 0.34 0.21 
5 32.5 4.9 6.82 0.35 10.4 0.16 0.43 0.28 
6 30.0 5.5 7.35 0.39 13.8 0.18 0.58 0.47 
7 26.0 6.6 8.31 0.48 15.5 0.23 0.73 0.55 
8 20.5 8.6 10.0 0.67 25.1 0.32 1.35 1.20 

Global Experimental Variables from [9].�\]-Superficial Inflow Gas Velocity 

(ms-1), 〈^]〉-Mean Gas Velocity (ms-1), 〈^_〉-Mean Liquid Velocity (ms-1), |2`/2E|-Mean Pressure Gradient (Pam-11). Estimates Done by [8] using [9] 

Data: 〈a]〉-Mean Gas phase wall shear stress (Pa), 〈a_〉-Mean Liquid Phase 

Wall Shear Stress (Pa) and 〈ab〉 Mean Interface Shear Stress (Pa) 

 

The measurements [9] were restricted to a fixed liquid flow 

rate �\_  of 0.1 m/s. For brevity, the global experimental 
variables/results [9] are summarized in TABLE . The reported 

measurements include the superficial inflow gas velocity (�\] = c]/d) , the mean values of gas (〈 ]̂〉)  and water (〈 _̂〉)  velocities and the pressure gradient (|2`/2E|) . It 

should be noted here that the original [9] measurements do not 

report the shear stresses. The last three columns of TABLE , 

i.e., the wall shear stress for the gas and liquid phases and the 

shear stress at the interface, 〈a]〉, 〈a_〉 and 〈ab〉 respectively, 

were estimated [8] through the [9] measurements of the 
pressure gradients using the momentum balance in each of the 

two phases. 

III. RESULTS AND DISCUSSIONS 

A. Hydraulic Gradient (HG) 

In two-phase pipe flows, the Hydraulic Gradient (HG) is 

defined as the drop of liquid phase level over the entire pipe 

length. At low gas-phase flow rates, the computed liquid 

levels were found to drop gradually in the flow stream-wise 

direction. The measurements [9] also show a similar behavior 
where the hydraulic gradient (HG) was not detected above the 

inlet superficial gas flow velocity (�\] ) of ~2.4 m/s. The 

computed HGs for the current cases at different �\]  are shown 

by the vertical profiles of the stream-wise velocity at different 

stream-wise locations (100D and 150D) along the flow 

domain in Fig. 3a and b. It was observed that the HG 

decreases as the �\]  increases, reaching to zero for �\] = 3.1 

m/s. 
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(a)  (b)  

Fig. 3 Effect of Hydraulic Gradient (HG) on the Vertical Profiles of the 

Stream-wise Velocity at Stream-wise Locations 100D and 150D from the 

inlet: (a) OPQ= 1.7 m/s; (b) OPQ = e. f m/s. 

The simulations observed that the HG was relatively small 

~ 0.045D over a pipe length of 70 D) between locations that 

were well away (at least 50 D) from both the inlet and outlet 

of the pipe. [9] also reported an HG of ~0.04 D over a pipe 

length of 70 D. It should be noted here that the drop in the 

liquid level becomes slightly sharp close to the flow outlet 

face (~5-7 D of the pipe length), which is due to the imposed 

outlet boundary condition. The hydraulic gradient was found 

to affect the calculated vertical profiles of the time-averaged 
stream-wise velocity along the flow domain as the flow cross-

sectional area changes for each phase. It aims to conserve the 

mass flow rate. The corresponding stream-wise velocity 

changes (see Fig. 4). One plausible explanation is that at low 

gas flow rates, the momentum of the gas phase is not 

sufficient to sweep the liquid surface. In other words, the 

momentum transferred by the gas- to the liquid phase is not 

high enough to accelerate the liquid film and balance the 

frictional forces between the liquid film and the liquid side 

wall. Indeed, this argument is supported by the results, as one 

can observe that as the inflow gas flow rate increases, the 
hydraulic gradient (HG) disappears. Furthermore, the 

interfacial waves that start developing at high inlet gas flow 

rates help stabilize the liquid level as the interfacial waves 

travel faster than the liquid layer beneath them. Such 

phenomena have been reported several times but never 

properly addressed in past experimental or numerical studies. 

TABLE III 

COMPUTED AVERAGE VELOCITY COMPARISONS WITH EXPERIMENTS 

 Experiments [8] Current CFD Error % ^]/�\] 1.6916 m/s 1.7593 m/s 4.0 ^_/�\] 0.2025 m/s 0.2011 m/s 0.6 

B. Turbulence Modelling 

For the current simulations, once the numerical solution 
reached a time-averaged stable condition (i.e., statistically 

steady), the calculated flow parameters in both phases were 

analyzed and compared to the corresponding experimental 

measurements. For the low �\]  cases (Fig. 3a), where the 

hydraulic gradient was observed, the calculated liquid levels 

at flow cross-sections were monitored at various downstream 

locations. Once the monitored liquid level stopped changing 

with time, the obtained flow solution was considered 

converged. The maximum value of gas-phase stream-wise 

velocity was also traced along the flow domain. The location 

at which this maximum velocity (peak velocity) matched the 

corresponding experimental results was chosen as a plane for 

post-processing and reporting all of the current results. 

 
Fig. 4 Comparisons of various turbulence model predictions of the 

stream-wise velocity along the pipe height at g/h = 0.5 for the �\] =1.2 m/s case. 

Fig. 4 shows the computed profiles of the stream-wise 

velocity along the vertical center line using different eddy-

viscosity turbulence models for the �\] = 1.2 m/s case. The 

presented velocity field is normalized by the gas superficial 

velocity. It was observed that the velocity profiles of all the 

turbulence models behaved more or less the same as the 

Differential RNG �−� model, which compared lightly better 

to the measurements [9]. 

In the near-wall regions in both phases, all the models 

predict a similar behavior. This is attributed to the low 

Reynolds number near wall treatment which is the same for 

all the models. However, near the interface, especially in the 

gas phase, none of the models could reproduce the exact 

experimental profiles. One can observe that on the gas side, 

there is a slight underprediction of the velocity near the 

interface, which essentially means that either the predicted 
turbulent kinetic energy is not high enough or the model is 

over dissipative. 

The standard and differential RNG � � �  models have 

additional damping terms for near-wall treatment, where they 

perform slightly better by reducing the amount of dissipation 

in the flow, thereby increasing the net turbulent kinetic 

energy. However, at the interface, all eddy viscosity models 

should perform the same because they are based on the 

Boussinesq hypothesis and can thus, not account for the rapid 

changes in the shear across the interface. It is prudent to 

mention here that a Reynolds Stress model with low 
Reynold's treatment was also tested, but the predictions near 

the interface did not improve. Thus, it is concluded that the 

large-scale unsteadiness at the interface requires resolution 

through a truly transient approach such as Large Eddy 

Simulation (LES).  
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(a)  

(b)  

Fig. 5 Comparisons of the mean phase bulk velocity with measurements 

of [14] (a) Gas phase; (b) Liquid phase 

 

The predicted mean (bulk) velocity of the two phases was 

also computed and compared with the experiments. These 
mean bulk phase averaged values were deduced from the 

solution by averaging the stream-wise velocity of a particular 

phase over its relative cross-sectional area. For the liquid 

phase, the best prediction had an error of 0.6% compared to 

the measurements, whereas for the gas phase, the error was 

about 4% (see TABLE III). All the models produced similar 

results, with the Differential RNG � � �  model performing 

slightly better. Hence for the remaining sections, only the 

results from the Differential RNG � � �  model will be 

presented. 
 

 
Fig. 6 Stream-wise pressure gradient comparisons between the present 

simulations, the measured values of [9], and different mechanistic 

models; [74], [75], [76], [77]. 

C. Bulk Velocities and Mean Pressure Drop 

Compared to the measurements of [9], the computed bulk 

velocities were found to be within 8% for the gas side and 

15% for the liquid side (see Fig. 5). The mean pressure drop 

in straight horizontal pipes is generally calculated as the sum 
of the wall and interfacial frictions. For the present 

simulations, the computed pressure drop was directly 

obtained by recording the time-averaged static pressure at two 

different successive points on the top wall (125h & 150h 

from the entrance). For the fully developed stratified steady-

state conditions, the pressure is usually measured on the gas 

side wall [9]. The performance of the present simulations can 

further be examined by comparing the results of a number of 

mechanistic models with experiments. Among the many 

mechanistic models available, the following were used in the 

present comparisons: [6], [74], [75]. Predictions of the models 
above were obtained only for the pressure gradient, with the 

liquid height taken from the reported experimental values. 

Comparisons of the present simulations were found to be 

good, as shown in Fig. 6, where the experimental 

measurements and the CFD predictions almost overlap for the 

entire range of measured pressure gradients. 

 

Fig. 7 Normalized stream-wise velocity ( ^/�\] ) comparisons at 

symmetry plane (g/h = 0.5) 

As expected, the predictions [76] were the best amongst the 

tested mechanistic models as they implicitly include the effect 

of the increased interfacial roughness and the momentum 
interactions through additional correlations. It is prudent to 
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mention here that the predictive accuracy of the different 

mechanistic models' decreases as the gas flow rate is 

increased, see the spread of the model predictions, especially 

at high-pressure gradients in Fig. 6. This is generally related 

to an increase in interfacial roughness with increasing gas 

flow rates. The bulk pressure drop results are consistent with 

this argument, as the figure shows that all models, predictions, 

and measurements report the same values at low gas flow 

rates. 

D. Vertical Velocity Profiles Across the Interface 

Comparisons of the numerical predictions with the 

measured vertical profiles of the stream-wise velocity along 

the plane of symmetry (g/h = 0.5) are shown in Fig. 7. It is 

observed from these plots that near the bottom wall and the 

liquid side interface, the velocity comparisons are excellent. 

Furthermore, the gas flow comparisons near the top wall also 

seem to coincide with the experimental measurements. 

However, on the gas side, near the interface, especially for the 

low gas flow rates cases (�\] = 1.7 case in particular), the 

present simulations slightly underpredict the gas velocities 

( ]̂/�\]). 

One way of explaining the behavior of the gas phase 

velocity predictions could be through the comparisons of the 

boundary conditions between the interface (gas side) and the 

top wall. If the friction velocity at the interface was equal to 

the top wall shear stress, one would see a completely 

symmetrical parabolic profile in the entire gas phase. 

However, as one would intuitively deduce, the friction at the 
interface is somewhat lower than at the top wall. This should 

result in a higher local gas flow velocity at the interface 

compared to the top wall. However, this is not the case; for 

the low gas flow cases. One plausible explanation for this is 

that at the interface, there will be a momentum transfer 

between the two phases, where the heavier phase, water, will 

transfer some of its momentum to the gas phase, thus resulting 

in an increase in the local gas phase velocity at the interface. 

This certainly seems to be true for the higher gas flow cases 

(�\] > 3.1), where both the experiments and the numerical 

predictions show similar behavior. For these higher gas flow 
cases, the interface becomes hydro-dynamically rough, 

leading to the development of the interfacial waves (ripples in 2 � h), see the sharp roll-up waves in Fig. 12. It is speculated 

that these ripples are responsible for the momentum transfer 

from the liquid to the gas phase. Clearly, this explanation is 

plausible for the low gas flow cases ( �\] < 3.1)  as well, 

where there is an absence of the interfacial waves and hence 

lower velocities at the interface on the gas side. 

A simple way of explaining this behavior near the interface 

would thus be that both the friction and the momentum 
transfer increase as the gas flow rate increases. However, the 

rate of increase of friction and momentum transfer is not the 

same (the increase of momentum rate is much higher than the 

increase in the interface friction), and since the effect of both 

these quantities is opposite, one notices an increase in the 

local velocity near the interface on the gas side. Similar 

conclusions can be drawn when one looks at the velocity trend 

(not shown herein) of [8]. However, their measurements are 

somewhat better near the interface as the authors use 

measured interfacial shear stress rather than the self-

computed ones in the present case. 

(a)  (b)  

 

Fig. 8 Calculated turbulent kinetic energy contours in a cross-section 

superimposed with the flow streamlines showing the secondary flow (only 

left half of the duct shown due to symmetry). (a) OPQ = f. o m/s (b) OPQ =p. p m/s 

E. Secondary Flow and Momentum Transfer 

In a two-phase flow such as this one, the mismatch of 

velocities between the two phases leads to the development of 

strong secondary flows. Fig. 8 shows the turbulence kinetic 
energy contours superimposed by the velocity streamlines for 

two cases; �\] = 1.2 & 5.5 m/s. 

One can see from this figure that as the mismatch between 

the two phases increases, i.e., as the inlet gas flow rate 

increases, the secondary flow becomes much stronger with 

multiple individual vortices, all directed from the periphery of 

the pipe towards the interface. These secondary currents, thus, 

not only generate the interfacial waves but are also 

responsible for the momentum transfer between the two 

phases. As seen before, for the lower gas flow case, i.e., �\] =1.2 m/s, the secondary flow is not very strong. Thus, there is 

limited momentum transfer across the interface and hence low 

local flow velocities near the interface in the gas region. 

Similar observations were made regarding the momentum 

transfer across the interface [8], [78]. It is further observed 

from the contours of Fig. 8 that the secondary flow not only 

increases the momentum transfer across the interface but also 

increases the local roughness. Hence, the local turbulence 

levels are just above the interface; see the highly energetic 

turbulent zones just above the interface in Fig. 8. It should be 
noted here that in contrast to the gas-phase, where the 

secondary flows are a result of anisotropy of the turbulence, 

the existence of secondary flows in the liquid-phase is a result 

of non-linear interaction between the interfacial waves and the 

mean liquid flow Error! Reference source not found.. 

F. Horizontal Velocity Profiles & Shear Stresses 

Fig. 9 and Fig. 10 show the normalized mean horizontal 

profiles of the stream-wise velocity ( ^/�\] ) in both the 

phases. The symmetry of the numerically predicted profiles 

confirms that the flow has fully developed, and sufficient time 

averaging has been performed on the statistics. The figures 
show that for both phases, the velocity predictions are very 

close to the experimental measurements [9]. Furthermore, at 

low gas flow rates, one can observe a slight dip in the stream-

wise velocity near the symmetry plane (i.e., at g/h ≈ 0.5). 

As the gas flow rate increases, this dip vanishes and the flow 
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becomes full developed, similar to the vertical velocity 

profiles of a simple single phase channel flow. 

 

(a)  

(b)  

Fig. 9  Normalized stream-wise gas-phase velocity ( SQ/OPQ ) 

comparisons at r/s = t. up location. 

 

 

Fig. 10 Normalized stream-wise liquid-phase velocity ( SU/OPQ )) 

comparisons at r/s = t. f location, where v is the chord length (see 

Fig. 1). 

(a)  

(b)  

Fig. 11 Normalized mean shear stresses (a) gas-phase wall; (b) liquid-

phase wall. 

 

 

Fig. 12 Isosurfaces of the liquid-gas phases showing the interface and the 

roll-up waves for a high gas flow rate case. 

 

Comparisons of the shear stress between the current 

predictions and numerical simulations [8] are shown in Fig. 

11. It is observed from Fig. 11b that the average mean wall 

shear stress at the bottom wall (liquid phase) compares well 

to the Meknassi et al. [8] data. However, the top wall shear 
stress in the gas phase is slightly over predicted. Finally, for 

the interface, the current predictions severely underpredict the 

interfacial stresses. However, this is partly viewed as a 

shortcoming of the VOF model but mostly due to the inability 

of the tested eddy viscosity models to account for the strong 

shear at the interface between the two phases as pointed out 

earlier. 

IV. CONCLUSIONS 

The present study provides detailed validations of 

predictions of a stratified two-phase flow in a pipe using the 

VOF model. It was shown that the VOF formulation, with the 

re-construction technique for tracking the interface, was 
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sufficiently successful in providing good estimates for both 

the liquid and the gas phases. 

For the mean global quantities (velocity and pressure), all 

mechanistic models and CFD predictions compared quite well 

for the low inlet gas flow cases. However, the mechanistic 

model's performance seemed to deteriorate for the high inlet 

gas flow cases, whereas CFD predictions were still reasonably 

good. On the other hand, the CFD predictions near the 

interface on the gas side seemed to be slightly underestimated 

for the mean local velocity profiles. This deterioration in the 

predictions was found to be due to the inability of the eddy 
viscosity (EVM) RANS type turbulence models, which 

cannot truly account for the flow unsteadiness. The secondary 

currents generated due to the mismatch of the velocity 

between the two phases generate the interfacial waves and are 

responsible for the momentum transfer between them. At low 

inlet gas flow rates, the EVM's either underestimate the local 

production or are over dissipative, which causes the local 

velocities at the gas side interface to be lower than the 

measurements. The comparisons seem to improve for the 

higher inlet gas flow rates cases where the strong secondary 

currents lead to the momentum transfer from the liquid to the 
gas side.  

The VOF model naturally couples the flow field of both the 

phases through the physical properties of the phases. These 

physical properties are themselves a function of the captured 

interface. This means that the predicted velocities around the 

interface will always be affected by the mixture's physical 

properties since they are being computed based on the 

interface rather than the actual physical properties of the 

original phase. The presented results thus provide a clear 

picture for the use of mechanistic models and the CFD 

predictions over a wide range of inlet gas flow rate cases. The 
presented formulation also differs from the standard 

techniques in the open literature as it does not require any a-

priori empirical information such as the interfacial shear stress 

or the height of the interface. The presented approach is quite 

promising when estimating the primary design parameters 

such as pressure-drop and/or liquid hold-up, and seems to 

perform better than the industrial mechanistic models, 

especially for the high gas flow rate cases. 

NOMENCLATURE 

C chord length m 

d distance from the interface m 2�/2E pressure gradient in stream-wise direction Nm-3 � phase index - ^ velocity ms-1 

]̂ gas-phase velocity ms-1 〈 ]̂〉 mean gas-phase velocity ms-1 

_̂ liquid-phase velocity ms-1 〈 _̂〉 mean liquid- phase velocity ms-1 �\]  superficial inflow gas velocity ms-1 

 

Greek letters � phase volume fraction - �� secondary phase volume fraction - Γ Interface - �wxx effective viscosity kgm-1s-1 �� viscosity of the secondary phase kgm-1s-1 

�	 turbulent viscosity kgm-1s-1 y kinematic viscosity m2s-1 �� density of the secondary phase kgm-3 

〈a]〉 mean gas-phase wall shear stress Nm-2 〈ab〉 mean interface shear stress Nm-2 〈a]〉 mean liquid-phase wall shear stress Nm-2 / level-set function - 

 

Subscripts z interface � secondary phase { gas | liquid }{ superficial gas 

 

Abbreviations 

CFD computational fluid dynamics 

EVM eddy viscosity model 

HG hydraulic gradient 

SIMPLE semi-implicit method for pressure-linked equations 

VOF volume of fluid 
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