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Abstract— For some periods, information technology has developed, but there are some issues with its data security. For this reason, 

exploring the data hiding method is relevant, which is an appropriate study in the information concealment paradigm. Several factors 

must be considered in its implementation, such as the capacity of the confidential data and the quality of the generated stego file. 

Nevertheless, it is difficult to solve those two problems simultaneously in actual application. We often need to choose either one of them, 

which is more suitable for a specific environment. In this research, those problems are approached by extending the Quad General 

Difference Expansion Cluster (QGDEC) method combined with fuzzy logic in the image environment. We use the cluster in the QGDEC, 

which aims to ensure that the pixel difference is not significant so that the quality of the stego can be maintained. The confidential data 

can be embedded in multiple layers based on several image characteristics, which can be processed using fuzzy logic. The result of the 

experiment denotes that the proposed method obtains about 20 dB higher than that of the previous ones regarding the Peak Signal to 

Noise Ratio (PSNR) for the same capacity of the secret. It depicts that the proposed method is more applicable than the previous ones 

by considering the specific message size and its respective characteristics. 
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I. INTRODUCTION

As a result of technological developments in network 

communication and information in this era, some security 

issues, such as identity theft and data misuse, arise due to 

unauthorized access to the systems [1], [2]. Therefore, it is 
crucial to design security techniques to protect information 

systems and preserve privacy to prevent illegal access [3], [4]. 

Along with encryption, a method has been developed to 

protect data, hiding confidential data in particular media. This 

technique is called steganography or data hiding. 

Broadly speaking, data hiding is a security measure that is 

done by embedding those confidential data within specific 

media that are accessible by authorized users only. For this 

reason, this technique can be a solution to deal with data 

security problems. This technique also deceives a third party 

while the data are being transmitted, and it is because the 

sender is viewed as only sending regular files even though 

there is a hidden message. Various kinds of media can be 

explored, such as text, image [5], audio [6], and video [7]. 

Reversible Data Hiding (RDH) has become a potential 

topic to be applied. In its implementation, several factors must 

be considered to achieve its purpose. First, the medium 

embedded with confidential data (called stego) must be highly 

similar to the original medium (cover). Such a significant 

difference may cause the public to be suspicious of the file 

being transmitted. Second, a high embedding capacity shows 

that the technique is better because more data can be 

accommodated. Those factors can be explained as 

imperceptibility, fidelity, and recovery. Imperceptibility 

means that the appearance of confidential data cannot be 

detected by the human senses, whereas fidelity means that the 

media quality of the coverage has not changed dramatically 
because of the embedding. If its quality degrades, an attacker 
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may detect it as abnormal, which attracts him/her to intercept. 

Next, recovery means the confidential data can be 

reconstructed back to its original form.  
Various techniques have been used to reach image 

reversibility. The application domain has become a basic 

technique that is often used to look for image reversibility. 
This technique can be classified extensively into transform 

(frequency) and spatial domain techniques [8]. In the spatial 

domain, changing pixel values from the cover image hides the 

secret message to gain the desirable enhancement directly. 

Meanwhile, the carrier medium is first mapped to the 

transform domain, and then the confidential data are 

concealed in that medium. Many studies take spatial domains, 

such as Difference Expansion (DE) [8], Histogram Shifting 

[9], encrypted image using Huffman coding [10], specific 

encryption [11], Most Significant Bit (MSB) [12], Prediction 

Error Expansion [13], adaptive MSB encoding [14], Pixel 
Prediction [15], and multi-layer embedding [16]. 

The development of steganography has been combined 

with intelligent algorithms, such as Fuzzy C-Means (FCM), 

Hybrid Neural Networks (HNN), K-nearest neighbors (KNN), 

and Decision Tree (DT). This composition aims to gain the 

best outcome and suitable solutions. Various improvements 

have been performed, like [17] that integrates Fuzzy Logic 

(FL) with RDE to specify embedding levels, and [18] that 

works on FL and LSB. However, this method still uses LSB 

to enter data so that the original images cannot be 

reconstructed. Ashraf et al. [19] propose an interval system 

based on type 2 fuzzy logic to find pixels in images that are 
less visible to the individual senses. Here, the LSB is taken 

for the embedding process. Hou et al. [20] implement a deep 

neural network for generating various histograms. It is 

intended to reduce the noise. Wang et al. [21] apply Fuzzy C-

means (FCM) clustering to indicate the construction of 

multiple histograms. This FCM, designed with prediction 

errors, is applied to group the carrier (cover) into several 

clusters with similar characteristics. These patterns are 

subsequently utilized to develop multiple histograms for 

effective data insertion.  
To overcome the data hiding reversibility problem, 

maintain the image quality, and increase the embedding 

capacity, we propose a technique by improving the Quad 

General Difference Expansion Cluster (QGDEC) and 

exploring fuzzy logic methods in the image environment. 

QGDEC is a development of the DE method that can increase 

the confidential data's capacity and reduce the distortion in the 

image. In other words, the QGDEC method can obtain a more 

negligible difference than the DE method. The QGDEC itself 

is a reversible data hiding method, which means the stego 

image generated from the QGDEC method can be returned to 

its original cover by going through the extraction process. 

In this case, the fuzzy logic method dynamically specifies 
the maximum inserting level in the multiple-layer design. The 

block's level is determined by first extracting image 

characteristics, then a Fuzzy Inference System (FIS) process 

is carried out, and finally, the capacity of the secret can be 

estimated. The image characteristics to investigate are the 

median and the average of the difference from neighboring 

pixels, taking that of Tsai et al. [22], in which only left and 

uppermost side neighboring pixels are used. This research 

considers all the neighboring pixels in the 2×2 block. 

The maximum embedding level of a block is defined as the 

highest layer for embedding the message. For example, from 

the fuzzy logic calculation, a block's maximum level of 

embedding is level four, and it means that the embedding can 

be performed up to four times. 

The QGDEC is used for inserting secret bit messages based 

on the values obtained from the fuzzy process. Another goal 

is to avoid substantial differences between the new pixels of 

the stego and the cover image, which decreases the image 

quality. It is done by designing pixel clusters.  

To support that method, some previous works have been 
reviewed. We find that one of the most popular reversible data 

hiding techniques is DE. It is to hide confidential data by 

employing differences between neighboring pairs of pixels. 

Furthermore, it is relatively simple to apply, and many studies 

have extended it to deliver better capacity and complexity 

aspects, including hardware [23]. 

Research in data hiding has been done intensively [5], [6], 

[24]. Puteaux et al. [5] conducted a research survey on data 

hiding in transformed images. Here, they find that the 

combination of data hiding and cryptography is popular for 

various reasons, such as the need for classified information, 
cloud storage, and digital right management. The schemes to 

implement include histogram shifting, pixel value ordering, 

prediction-based, and partition-based. They infer that most 

algorithms work well either on the payload capacity or the 

quality, considering that it is hard to increase both factors 

concurrently.  

Maniriho and Ahmad [8] also apply DE to improve 

information hiding, combining it with the modulus function. 

This scheme prevents a decrease in embedding capacity by 

considering the value of positive and negative differences to 

hide confidential data. The experimental results show that this 
scheme performs better than the existing methods. Muttaqi 

and Ahmad [25] improve the method proposed in Maniriho 

and Ahmad [8] by combining a modulus function and RDE 

for low difference pixel values of an adjacent pixel with 2×1 

blocks size. They use RDE to reduce high pixel values. The 

variations of DE, such as the difference expansion of quad and 

multiple layer hiding, are described as follows. 

A. Difference Expansion of Quad 

Initially, Alattar [26] has proposed the Difference 
Expansion of Quad, which develops the difference expansion 

method. In this method, the carrier is split into 2×2 blocks, 

each of which comprises four pixels. 

For every block  � = (��, ��, ��, �	) , that scheme [26] 

describes the difference value among the vector � as in Eq. 

(1). 

 ��� = �� − ���� = �� − ���� = �� − �� (1) 

Next, Eq. (2), which is the inverse of Eq. (1), is used to 

reconstruct the original carrier. 

 

 

⎩⎪⎨
⎪⎧�� = �� − �����������	 ��� = �� + ��                         �� = �� + ��                 �	 = �� + ��                        

 (2) 
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For the data bit ��, insertion is implemented using two 

options as provided in either Eq. (3) or Eq. (4). First, the pixels 

block is inserted by using Eq. (3). Furthermore, it is labeled 

as expandable. The embedding process is changed to Eq. (4) 

and labeled as changeable in the matter of overflow or 

underflow. Finally, blocks are labeled as unchangeable if not 

included in the second category. 

 ���� = 2 × �� + ����� = 2 ×  �� + ����� = 2 ×  �� + �� (3) 

 ⎩⎨
⎧��� = 2 ×  ��� + ����� = 2 ×  ��� + ����� = 2 ×  ��� + ��

 (4) 

To prevent both underflow and overflow, the difference 

pixel value that has been inserted by confidential messages 

must meet Eq. (5). Afterward, the new pixel ��� is determined 
by Eq. (6). With this method, the highest hiding capacity is 

0.75 bits per pixel (bpp). 

 

⎩⎪⎨
⎪⎧0 ≤ �� −  ���������	 �  ≤ 2550 ≤ ��� −  �� ≤ 255               0 ≤ ��� − �� ≤ 255               0 ≤ ��� −  �� ≤ 255                (5) 

 # ��� = ��            ��� = ��� + ����� = ��� + ����� = ��� + ��
 (6) 

B. Multiple layer embedding based on DE 

The DE method is implemented to embed data several 

times. In the conventional DE method, embedding increases 

the difference in the pixel pairs' values. Underflow or 

overflow will occur in the next layer if multi-layer hiding is 
implemented in this DE scheme, decreasing image distortion 

and hiding capacity. Lou et al. [27] took the RDE to drop the 

differential expansion between the pixel blocks in every layer 

to overcome that issue. 

Multi-layer insertion starts by scanning horizontally to 

obtain the pixel pairs in the first layer. Then the pair is scanned 

again using vertical scanning for the next layer. Vertical and 

horizontal scanning are carried out alternately until layer k is 

completed, where k is the highest value of layers. In images 

whose size is m×n, the DE hiding space of this method is 

(m×n)/2 bits, while the multi-layer hiding capacity is 
(m×n/2×k) bits. 

This paper is provided in four sections. Section 1 is the 

introduction along with the related studies to the proposed 

method, while the proposed method itself is explained in 

Section 2, and the experiment results are provided in Section 

3. Lastly, the results are discussed and concluded in Section 4. 

II. MATERIALS AND METHOD 

This section explains the flow of the method, containing 
the design of the embedding and extracting processes. The 

total level of multi-layer embedding is investigated by looking 

at image characteristics. Furthermore, the embedding of 

secret messages is performed by exploring pixel clusters. 

 

 

 

 
Fig. 1  Embedding process 

 

 

A. General Description of the Method 

The proposed development method specifies the 

embedding level by looking at image characteristics and 

embedding secret messages using pixel clusters. This 

embedding level is applied to the development of the DE, 

namely multi-layered QGDEC. The number of the embedding 

determines the highest number of layers embeddable into the 

block that, in this research, its size is 2×2 pixels.  

The pixel cluster is performed to find the difference 

between the original carrier's pixel values with the lowest or 
uppermost limit of the cluster, where the pixel value of the 

original image is located. So, it is expected that the pixel 

cluster can avoid significant differences that can affect 

massive changes in the pixel value of stego images. The 

image quality can likely be maintained even though it has 
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been inserted by a secret message. Each block has a different 

embedding level, calculated for the corresponding block using 

fuzzy logic. For this purpose, the characteristics of images are 

investigated. 

B. Overall Scheme 

The beginning step in this proposed method is inspired by 

the adaptive steganography scheme developed based on the 

fuzzy inference system called FIS [18], [17]. However, the 
characteristics of the image used as fuzzy input are 

undoubtedly different. It is due to the different nature between 

LSB and DE embedding methods. So, this scheme's initial 

stage produces fuzzy inference systems different from those 

proposed in Sajasi et al. [18]. In comparison, image 

characteristics were used in the form of the average standard 

deviation, local distance, and entropy in one block [17]. We 

computed the averages and medians of the differences 

between neighboring pixels in a block. 

This paper is inspired by Lou et al. [27], but it differs in 

how the scanning pixels are performed. Lout et al. [27] take 
3×3 block sizes, whereas we calculate the difference between 

the original image pixels in the 2×2 block with the lowest and 

uppermost cluster range. Then the embedding is done using 

the QGDEC method per the embedding level of every block 

according to the process fuzzy logic method results. Fig. 1 

illustrates this embedding process. 

C. Design of the Embedding Level Mechanism 

At the embedding stage, the image quality decreases 

according to the number of layers being applied, and the 

capacity increases. 1)  Designing Fuzzy Variables:  Unlike Ilham et al. [17], 

that takes standard deviations, brightness, local distances, and 
local entropy for the characteristics of fuzzy inputs, here we 

also investigate the average of the difference between the 

neighboring pixel values for each block. For this purpose, we 

determine Eq. (7) for finding the difference between 

neighboring pixels from the pixel value of each block.  

 
 

 

 

 
Fig. 2  Example of a pixel block 

 

Fig. 2 illustrates the pixel block, whose difference ℎ  is 

calculated by using Eq. (7). It is then applied as a reference 
input to the fuzzy membership function by finding their 

average and median.  

 ℎ =   {|( − )|, |) − *|, |( − *|, |( − +|, |) − +|, |* − +|} (7) 2)  Fuzzification and Fuzzy Membership Function: We 

determine fuzzy membership functions from the 

characteristics of the predetermined block whose value is 

between 0 and 128, as shown in Table 1. The embedding level 

value has a universe whose domain is from 0 to 8, as described 
in Table 2, referring to the experiment of [14]. Furthermore, 

it is a fuzzy output. The research applies a trapezoidal curve 

in terms of fuzzy membership function, which has 4 points: a, 

b, c, and d. The minor domain is depicted by point a, which 

has zero membership, while point b shows the value of the 

smallest domain that has one member. Point c is the most 

substantial domain value with one membership degree, while 

the most significant domain is depicted by point d, which has 

zero membership. 

TABLE I 

FUZZY MEMBERSHIP FUNCTION 

Point a Point b Point c Point d Linguistic Variable 

-5.00 -1.00 0.00 1.00 Very small 

0.50 1.00 9.50 10.50 Small 
9.50 10.50 18.00 22.00 Small to medium 
18.00 22.00 28.00 32.00 Medium to large 
28.00 32.00 80.00 100.00 Large 
80.00 100.00 128.0 140.0 Very large 

TABLE II 

THE OUTPUT OF THE FUZZY MEMBERSHIP FUNCTION   

Point a Point b Point c Point d Linguistic Variable 

-1.00 0 0.25 0.5 Very small 
0.25 0.5 1.5 1.75 Smal 
1.5 1.75 3 3.5 Small to moderate 
3 3.5 5 5.5 Moderate to large 
5 5.5 7 7.5 Large 
7 7.75 8 9 Very large 

TABLE III 

FUZZY LOGIC CONTROLLER OF THE AVERAGE AND THE MEDIAN 

Embedding 

Level 

Average and Median of the Difference Pixel 

Neighboring 

VS S STM MTL L VL 
VL L MTL STM S VS 3)  Fuzzy Logic Controller: We use the Fuzzy logic 

controller, which is provided in Table 3. It shows linguistic 

values, namely: very small (VS), small (S), small to moderate 

(STM), moderate to large (MTL), large (L), and very large 

(VL). 4)  Defuzzification: In this research, we use the centroid-
based method, often called the Center of Gravity (COG) [28]. 

Since the fuzzing step's initial result can have a fractional 

value, it is necessary to round it up before being used as the 

embedding level value. 

D. Bit Embedding and Bit Extraction 

We extend QGDEC [29] to embed confidential data. 

Nevertheless, that method [29] only processes one layer and 
is only suitable for an image whose average pixel value is not 

more than 150. In other words, if the average pixel value is 

more than 150, the resulting stego image drops. To overcome 

this problem, we enhance [29] by adding the upper limit of 

the cluster. 

E. Multi-layer Embedding Mechanism 

In this mechanism, we develop an algorithm for scanning 

the blocks, the structure of the level, and location maps. For 
illustration, Fig. 3 presents the block structure, comprising 

pixel 1, pixel 2, pixel 3, and pixel 4. This data block is 

collected by scanning carrier images, whose order is depicted 

in Fig. 4, where scanning is performed horizontally. In that 

figure, the same number indicates pixels in the same block. 

This number is becoming the index pointer of the existing 

block. 

A B 

C D 
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This research uses a level map to save every block's 

embedding value, whose embedding level is determined by 

the appropriate characteristics. Next, the level map is built in 

the array format, where the column shows the index of a block. 

The number of blocks can be determined with (m×n)/4, where 

m×n is the image size. The illustration of this map is provided 

in Fig. 5. 

An expandable blocklist is generated based on this level 

map in Fig. 5 (see Fig. 6). It is composed of a 2D array, where 

the column means the index of the block while the row shows 

the total layers in multi-layer insertion. In this case, the row 
value is 1 for embedding and 0 for otherwise. The number of 

rows with value one is generated from the maximum number 

of insertions, meaning that the number of rows with value 1 is 

equal to the maximum block level.  

Like the RDE method in Ilham et al. [17], we also used 

location maps to ensure that the data have been processed 

correctly and that the method meets the reversibility. The 

structure of the location map is presented in Table 4. 

F. The Embedding and Extraction with QGDEC 

Unlike the DE method, which uses pixel pairs to look for 

pixel differences, the QGDEC method takes cluster pixels to 

find the pixel differences [29]. Then, these differences are 

reduced again to produce a smaller value. 1)  Embedding Process: We designed a range of cluster 

pixels before carrying out the embedding scheme, as 

presented in Table 5. It is shown that the range of each cluster 
is 3. The implementation of this cluster is to control the stego 

image quality so that its quality does not suffer from 

significant deterioration.  

The differences of .� where / ∈ {1,2,3,4}, are obtained by 

reducing the original pixel image value with the lowest limit 

or the uppermost limit of the cluster range as in Eq. (8) and 

Eq. (9). 23 is the lowest limit of the cluster range, and 24 is 

the uppermost limit of the cluster range, whereas 5 is the pixel 

value of the original image. Eq. (8) is used when the average 

pixel value of the original image is less than or equal to 150, 

and Eq. (9) is if it is more than 150. 

 

.� = 5� − 23.� = 5� − 23.� = 5� − 23.	 = 5	 − 23
6  (8) 

 

.� = 24 − 5�.� = 24 − 5�.� = 24 − 5�.	 = 24 − 5	
6 (9) 

The next process is to reduce the value of .�  using Eq. (10). 

.�′ =  80                      , /9 .�  ≤ 2.� − 2:;<=�>?@ , /9 .� = 3 (10) 

After getting the value of .�′, the next step is to insert a 

secret message (payload) using Eq. (11) to get the embedded 

difference .�′′, similar to the embedding process carried out 

in the RDE process. Next, the final process is to look for a 

new pixel value (stego pixel value) by using Eq. (12) or Eq. 

(13). As in the earlier case, Eq. (12) is taken if the average 

pixel value of the original image is not more than 150; 

otherwise, Eq. (13) is used. This QGDEC-based embedding 

process can be depicted in Fig. 7. 

 .�′′ = 2 × .� + � (11) 

 

5�A = ."� + 235�A = ."� + 235�A = ."� + 235	A = ."	 + 23⎭⎬
⎫

 (12) 

 

5�A = 24 − ."�5�A = 24 − ."�5�A = 24 − ."�5	A = 24 − ."	⎭⎬
⎫

 (13) 

 

1 2 

3 4 

Fig. 3  Structure of the block 

 

1 1 2 2 3 3 

1 1 2 2 3 3 

4 4 5 5 6 6 

4 4 5 5 6 6 

7 7 8 8 9 9 

7 7 8 8 9 9 

Fig. 4  The sequence of the block scanning 

 

2 3 1 0 

Fig. 5  Example of the level map 

 
1 1 1 0 

1 1 0 0 

0 1 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

Fig. 6. List of the expandable block, according to the previous level map 

shown in Fig. 5 

TABLE IV 

LOCATION MAP 

Value of d Location Map Value 

d = 0 00 
d = 2 10 
d = 1 or d = 3 11 
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TABLE V 

CLUSTER OF PIXELS 

Cluster 
Range of Pixels 

Lowest Limit Uppermost Limit 

K1 0 3 

K2 4 7 

K3 8 11 

… … … 

K64 252 255 

 2)  Extraction Process: The complete extraction stages are 
as follows. Firstly, all pixel data from stego images are 

scanned. Second, the pixel value of the stego image is put into 

its cluster, as created in Table 5. Like the embedding process, 

the difference .� is calculated using Eq. (8) or Eq. (9). Next, 

the secret data are extracted using Eq. (14). The reduction 

value is calculated to get the value of .�′ by using Eq. (15). 

After that, the value of .�A
 is processed using Eq. (16) by 

adjusting the value of the Location Map. Lastly, the original 

pixels are calculated using the previous Eq. (11) or Eq. (12). 

Additionally, Fig. 8 demonstrates how the concealment and 

extraction stages are implemented, remembering the cover 

image and secret message to be embedded. � =  FG)(.�) (14) 

 .�′ = H>?� I (15) 

   .�′′ = J 0                                                        , /9 FK =  00.�A + 2L<=�⌊(� × >N)��⌋ + 1             , /9 FK = 10 .�A + 2L<=�⌊(� × >N)��⌋                     , /9 FK = 11  (16) 

 

 

Fig. 7  The process of embedding data with QGDEC  

 

 
Fig. 8  Example of the insertion and extraction 

 

III. RESULT AND DISCUSSION 

Several scenarios and testing images are needed to assess 

the proposed method. This research applies six standard 

grayscale images [30], [31], which size is 512×512 pixels. 

Examples of them are depicted in Fig. 9. 

 

   
   (a).  (b).           (c).  

Fig. 9. Examples of standard images for the experiment [30][31]. (a) Baboon. 

(b). Boat (c) Peppers 
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The experiment evaluates the image's quality after the 

embedding process. If the stego image is more similar to the 

cover image, then the proposed method is better. We use the 

Peak Signal to Noise Ratio (PSNR) value to measure the 

similarity between the cover and stego images. The PSNR 

value itself is described as in Eq. (17). 

 J PGQR = 10 log�� �VV�WXY  KGZ =  �[\ ] ∑ ∑ _ �̀a − �̀a  A b�]ac�[�c�  (17) 

MSE is the mean square error representing the difference 

between the stego `′ and the original image `. The higher the 

PSNR value, the higher the similarity between the stego 

image and the cover image. In other words, a higher PSNR 

value indicates a better result. 

We determine the stego image quality by embedding 

payloads from 10 kb to 70 kb, compared with that of three 

other methods. The first comparison is made with Muttaqi and 

Ahmad [25] that used a modulus function and RDE, and its 

result is presented in Table 6. The second is done with the 

method proposed by Ilham et al.'s works [17] that used fuzzy 

logic and RDE methods for multi-layer embedding, provided 

in Table 7. Next, Table 8 exposes the comparison between 
Lou et al.'s [27]  and the proposed method.  

 
TABLE VI 

COMPARISON OF PSNR VALUE BETWEEN MUTTAQI AND AHMAD [25]  AND THE PROPOSED METHOD 

  PSNR (dB) 

Cover Method 10kb 20kb 30kb 40kb 50kb 60kb 70kb 

Fruits 
Muttaqi and Ahmad [25] 48.63 45.33 43.59 42.26 41.31 40.87 40.04 

Proposed 66.30 63.02 61.30 60.09 59.08 58.64 57.67 

Airplane 
Muttaqi and Ahmad [25] 57.54 54.71 53.17 51.79 50.37 49.15 47.03 
Proposed 64.89 62.17 60.49 59.33 58.48 57.99 57.14 

Boat 
Muttaqi and Ahmad [25] 53.36 49.82 47.45 45.57 44.05 43.37 42.03 
Proposed 65.63 62.57 60.82 59.61 58.68 58.17 57.17 

Baboon 
Muttaqi and Ahmad [25] 45.38 43.05 41.37 40.51 39.93 39.67 39.11 
Proposed 61.65 58.62 56.99 55.89 55.19 54.85 54.19 

Peppers 
Muttaqi and Ahmad [25] 53.72 50.73 48.98 47.48 46.45 45.97 44.77 
Proposed 64.85 62.25 60.65 59.46 58.55 57.96 56.99 

Car 
Muttaqi and Ahmad [25] 54.34 50.22 47.71 45.61 44.19 43.47 41.90 
Proposed 65.82 62.76 61.12 59.94 59.09 58.62 57.66 

 

TABLE VII 
COMPARISON OF PSNR VALUE BETWEEN ILHAM ET AL. [17] AND THE PROPOSED METHOD 

  PSNR (dB) 

Cover Method 10kb 20kb 30kb 40kb 50kb 60kb 70kb 

Fruits 
Ilham et al. [17] 51.06 47.84 45.63 44.38 43.42 42.53 40.98 
Proposed 66.30 63.02 61.30 60.09 59.08 58.64 57.67 

Airplane 
Ilham et al. [17] 55.66 51.85 49.79 48.45 47.41 46.32 45.26 
Proposed 64.89 62.17 60.49 59.33 58.48 57.99 57.14 

Boat 
Ilham et al. [17] 54.70 50.64 48.63 46.69 44.93 43.92 42.94 
Proposed 65.63 62.57 60.82 59.61 58.68 58.17 57.17 

Baboon 
Ilham et al. [17] 45.81 43.45 42.02 41.92 40.81 39.84 38.34 
Proposed 61.65 58.62 56.99 55.89 55.19 54.85 54.19 

Peppers 
Ilham et al. [17] 55.67 51.92 49.74 48.43 47.33 46.32 45.22 
Proposed 64.85 62.25 60.65 59.46 58.55 57.96 56.99 

Car 
Ilham et al. [17] 55.87 53.74 51.53 49.65 47.92 46.53 45.34 
Proposed 65.82 62.76 61.12 59.94 59.09 58.62 57.66 

 
Also, we measured the embedded data's capacity to find the 

maximum number of bits that can be embedded in the cover 

image. As in the previous scenario, it is also compared with 

those three existing methods. It explores whether alterations 

in image quality will affect data embedding capacity, as 

shown in Table 9. 
Tables 6, 7, and 8 show that the proposed scheme achieved 

the best PSNR results compared to the others, which reached 

the highest PSNR value of 66.30 dB for typical image 'Fruits'. 

Furthermore, Ilham et al.'s method have a better PSNR value 

than both methods, which reached the highest PSNR value of 

55.87 dB for the basic image 'Car'. Table 9 shows that the 

proposed method has a smaller embedding capacity than Lou 

et al.'s and slightly below Ilham et al.'s. It happens because, in 
general, increasing message size leads to reducing PSNR 

values. Despite this trade-off, in some cases, increasing the 

quality of the stego image may be harder than raising the 

capacity, depending on the characteristics of the cover that 

have been investigated in this research. Nevertheless, at the 

implementation level, what factor to consider, whether the 

quality or the capacity, depends on the required purpose of the 

interconnected system. 
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TABLE VIII 

COMPARISON OF PSNR VALUE BETWEEN LOU ET AL. [27] AND THE PROPOSED METHOD 

  PSNR (dB) 

Cover Method 10kb 20kb 30kb 40kb 50kb 60kb 70kb 

Fruits 
Lou et al. [27] 45.51 41.88 40.22 39.12 38.23 37.83 37.16 
Proposed 66.30 63.02 61.30 60.09 59.08 58.64 57.67 

Airplane 
Lou et al. [27] 53.63 49.81 47.11 45.03 43.47 42.39 40.97 
Proposed 64.89 62.17 60.49 59.33 58.48 57.99 57.14 

Boat 
Lou et al. [27] 53.82 49.99 47.37 45.34 43.86 42.73 41.25 

Proposed 65.63 62.57 60.82 59.61 58.68 58.17 57.17 

Baboon 
Lou et al. [27] 44.47 42.35 40.87 40.23 39.83 37.82 36.27 
Proposed 61.65 58.62 56.99 55.89 55.19 54.85 54.19 

Peppers 
Lou et al. [27] 55.13 51.62 49.42 48.03 47.03 46.03 44.92 
Proposed 64.85 62.25 60.65 59.46 58.55 57.96 56.99 

Car 
Lou et al. [27] 53.22 49.98 47.80 46.02 44.63 43.94 42.11 
Proposed 65.82 62.76 61.12 59.94 59.09 58.62 57.66 

 
TABLE IX 

COMPARISON OF THE MAXIMUM EMBEDDING CAPACITY 

 Capacity (bits) 

Cover 
Muttaqi and 

Ahmad [25] 

Ilham et 

al. [17] 

Lou et al. 

[27] 

Proposed 

Method 

Fruits 128.971 670.600 1.025.432 624.390 

Airplane 131.072 710.960 1.010.463 700.690 

Boat 130.808 712.878 1.010.556 701.843 

Baboon 131.061 777.892 1.028.764 768.298 

Peppers 130.780 513.586 953.932 502.983 

Car 130.871 711.924 1.010.920 701.742 

IV. CONCLUSION 

This paper uses fuzzy logic to determine the embedding 

level based on several image characteristics, such as the 

average and median of the difference between neighboring 

pixels. We have also extended the QGDEC method to 

increase the value of PSNR in embedding secret messages 

into the carrier image. 

We evaluated the proposed method in terms of capacity and 

PSNR. In terms of PSNR, the result of the experiment denotes 

that the proposed method obtains a highly better value than 

the existing method. It is shown that the difference between 

the stego image and the cover image can be reduced with the 
use of clusters. In other cases, the proposed method has a 

smaller capacity than Lou's and Ilham's. It is because Lou's 

method directly embeds confidential data into the cover image 

without first paying attention to the image characteristics. 

However, as presented in the experiment results, further 

development in the value of the PSNR and embedding 

capacity is still needed in future work. 
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