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Abstract—Next-generation wireless networks are becoming more popular and rely on reliable backhaul networks to work properly. 

Wireless backhaul networks also adopt various innovative technologies to improve capacity and provide more flexible deployments to 

meet networks' high-quality requirements. One of the essential innovations to maintain the wireless backhaul performance is combining 

the existing routing protocol technology and the deep learning concept. The concept of deep learning is gaining traction as a powerful 

way to add intelligence to wireless networks with complex topologies and radio environments. This is because conventional routing 

protocols do not learn from their previous experiences with various network anomalies. This paper proposed a predictive model of zone 

radius value using the deep recurrent neural network variant, namely the long short-term memory recurrent neural network (LSTM-

RNN) algorithm. Determination of zone radius value conducted by measuring the whole of nodes routing zone using various network 
performance as input parameters such as Routing Overhead, Energy Consumption, Throughput, and User Usage. Performance 

measurements such as mean square error (MSE), error distribution histogram, training state, regression, correlation, and time series 

response are gauged and compared for static and mobile node environments. Results showed that the proposed algorithm can accurately 

predict zone radius for both environments. However, the accuracy of the proposed algorithm is higher when implemented in a static 

node environment.  
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I. INTRODUCTION

There is a tremendous surge in data communication due to 
the increase in mobile devices interconnection and 

infrastructures for wired/wireless communication networks 

[1]. It impacts the increasing use of unlicensed spectrum in 

the next-generation wireless network communication systems 

[2]. The implementation of wireless backhaul networks is 

urgently needed, particularly in the area that is hard to access 

or develop network infrastructure at all sites [3]. One of the 

most potential network infrastructures that can be used as 

wireless backhaul is a wireless mesh network (WMN), which 

implements multi-hop connectivity by less installing cables 

that impact the cost and easier deployment in the problematic 

area[4].   

Fig. 1  Architecture of Infrastructure/Backbone WMN 

Routing protocol assures the stability of communication in 

WMN, where the selection of proper routing protocol is one 

of the main issues to reach the required high performance of 
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network connectivity services in neighboring community 

networks, corporate networks, MAN, systems of 

transportation, buildings with automatic control, systems of 

medicine and health or surveillance [5]. Several factors are 

considered when designing an effective routing protocol, 

including rapidly changing connectivity, network partition, 

greater error rates, collision interference, bandwidth, and 

power constraints [6]. 

The development of routing protocol in the dynamic 

wireless network environment that can discover and maintain 

the routes efficiently refers to the classification of routing 
protocols described in Table 1.   

TABLE I 

CLASSIFICATION OF ROUTING PROTOCOL 

Issues Proactive Reactive Hybrid 

Main 
Features 

At all times, 
keep routing 
information 
on all nodes 
in the 
network. 

Maintain 
routing 
information for 
only those 
nodes that are 
required at any 

time given 
time. 

Combining the 
features of 
Proactive and 
reactive, where 
proactive for 
short distances 

and reactive for 
long distances 

Benefit Low route 
setup 

Low routing 
overhead 

No route setup 
required 

Drawback High routing 
overhead 

Larger route 
setup 

More complex 

Examples DSDV[7], 
OLSR[8], 
STAR[9], 

WRP[10] 

AODV[8], 
DSR [9] 

ZRP[11], 
TORA[12] 

 

In Table 1, ZRP is the most popular hybrid routing 

protocol in WMN by implementing zone-based routing 

protocols and utilizing the benefit of both reactive and 
proactive protocol mechanisms [13].   

 
Fig. 2  Architecture of ZRP 

 
ZRP as a routing protocol is considered one of the 

potential methods to implement in the next-generation 

wireless network to maintain the network's link stability. The 

use of ZRP is expected to reduce the control overhead due to 

the proactive routing protocol process and cut down the 

latency as an impact of reactive routing protocol in the routing 

discovery process [14]. There is four subprotocol in ZRP, 

including IntrA-zone Routing Protocol (IARP) [15] as a 

locally proactive routing protocol approach based on periodic 

maintenance within the routing zone. The next is IntEr-zone 

Routing Protocol (IERP) [16], a globally reactive routing 

protocol component that provides increased route discovery 
and maintenance based on local connection. Furthermore, the 

Bordercast Resolution Protocol (BRP) is used as the 

bordercast package delivery service to find the new route 

needed by the source node to reduce excessive demand. 

Neighbor Discovery Protocol (NDP) is a sub-protocol 

provided by the MAC layer to detect whether there exist new 

neighbor nodes and/or link failures in the network. At regular 

intervals, NDP sends out “HELLO” beacons. The neighbor 

table is updated when a beacon is received. Neighbors who 

have not gotten a beacon in a certain time are removed from 

the table. If the MAC layer does not include an NDP, the 

functionality must be provided by IARP [17]. The 
performance of ZRP is influenced by a property called zone 

radius, which represents the number of hops from a source 

node to the zone’s boundaries [13]. Determining the optimal 

value of zone radius is one of the main issues in reaching the 

efficient ZRP cost process[18]. 
Some researchers are researching how to efficiently and 

effectively optimize network traffic control by optimizing the 

zone radius parameter in the zone routing protocol [6] [19]. 

However, using computational machine learning methods 

appears as a key challenge due to conventional routing 

protocols' inability to learn from their prior network 
abnormality experiences [20]. Naser et al.  [21] propose the 

employment of two deep RNN variants:  long short-term 

memory recurrent neural network (LSTM-RNN) and gated 

recurrent unit (GRU) to predict link quality (LQ) in wireless 

community network (WCN) with high accuracy.    Jaffry and 

Hasan [22] have designed an LSTM-based cellular traffic 

prediction model by comparing the LSTM-based prediction 

with the baseline ARIMA (Autoregressive integrated moving 

average) model and vanilla feed-forward neural network 

(FFNN). The final results show that LSTM models as the 

most effective method to predict future cellular traffic.   
Nugraha et al. [23] propose a hybrid Convolutional Neural 

Network-Long Short-Term Memory (CNN-LSTM) model for 

detecting slow DDoS attacks in SDN-based networks, with 

performance metrics above 99%. Mei et al. [24] studied real-

time mobile bandwidth prediction in various scenarios by 

developing LSTM-RNN models to catch the complex 

temporal structures in mobile bandwidth traces for accurate 

prediction. The final results of the research showed that 

LSTM achieves significant accuracy improvements over 

state-of-the-art prediction algorithms. 

In this paper, the LSTM-RNN as a variant of the deep 

RNN was proposed to determine the optimal zone radius of 
ZRP implemented in WMN to improve protocol performance 

and reduce control traffic. The LSTM-RNN algorithm 

exploited parameters collected from the network model 

developed to predict the best value of zone radius. Parameters 

collected from the networks model are used as a dataset in the 

experiments performed, including Routing Overhead, Energy 

Consumption, Throughput, and User Usage. The data set was 

split into 500 for data training and 100 for data testing. The 

simulation results show that the accuracy of the zone radius 

prediction model is significantly based on the value of MSE, 

drawing error distribution histogram, training state, 
regression, autocorrelation, and time series response. The rest 

of this paper is organized as follows: the Design and 

development of the proposed model are described in section 

II, in section III, the Experiment Results and Discussion are 
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described, and the conclusion of this paper is described in 

section IV. 

II. MATERIALS AND METHOD 

In this research, the ZRP is optimized by applying 

computational methods of deep learning using LSTM-RNN 

to determine the optimal zone radius. This approach is 

expected to reduce the amount of traffic control due to the 
growing use of data traffic in the networks. Firstly, the data 

packet is transmitted to the receiver node by the sender node. 

In this process, the sender node used specifier input of zone 

radius technique. The source node used an IARP routing 

table to determine whether or not the receiver node’s 

destination was within the zone. If the destination is out of 

the zone, IERP will be used to find the receiver node within 

the zone. The request is border-cast by the source node to 

peripheral nodes.  

Once they found the required receiver nodes, the sender 

node sent a route request to locate the desired destination of 

receiver nodes in its routing zone. Then, the receiver node 

sends the feedback and routes the reply to the sender node. 

The route reply provides available multiple paths. 

 

 
Fig. 3  Proposed Model 
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Before the source node sends data according to some of the 

reply routes provided, the results are cached in the cache and 

simulated for the next input zone radius. The route reply 

obtained is done using the BRP query control mechanism to 

avoid redundant routes. If there is a redundant route, then the 

route is dismissed from the cache and continued with the 

determination of the route with the next input of Zone Radius. 

When all route replies containing multiple route paths with 

several radius zones are stored in the cache, then deep 

learning techniques with LSTM-RNN are optimized. The 

next step is selecting the best route using LSTM-RNN by 
comparing the fitness of the input zone radius value that 

impacts the value of Routing Overhead (RO), Energy 

Consumption, Achievable Throughput, and user usage. Once 

the optimization results are obtained by doing this process, it 

resumes back to the stage of determining the query control 

mechanism using BRP, and the results obtained can reduce 

traffic usage in the network. 

A. Recurrent Neural Network 

RNNs are neural networks organized into iterative layers 

forming sequential data that apply to time series [25]. In 

recurrent neural networks, the process for making the current 

prediction is based on the main idea of the use of input data 

and also the previous outputs. Therefore, neural networks can 

build by passing values forward in time. For each time step t, 

the first procedure calculates the state st from the input (xt) 

and the previous state (st-1), each multiplied by the parameters 

U and W and then processed with the tanh activation function. 

 �� = tanh�	 ∙ �� + 
 ∙ ����� (1) 

From �� , then the output �� is calculated by multiplying it by 

the parameter V and passing it to the �������  activation 

function: 

 �� = ��������� ∙ ��� (2) 

Since the parameters U, V, and W (especially U and W) 

contain the calculations of the previous time step, to calculate 

the gradient in the time step t, derivatives in time steps t-1, t-

2, t-3 have to calculate, and so on until the starting point (t = 

1). Backpropagation Through time is a traditional method that 

computes sufficient gradients for training a particular RNN 
model [21]. The expression of the gradients demonstrates as 

follows [26]: 

 
���

��
= ∑ ���

�����≪�   (3) 

However, there are problems in training RNNs for 

modeling long-term dependencies due to the 

vanishing/explosion problem of the gradients of the utilized 

cost function, as noticed in eq. (1) [27]. 
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To solve this problem, several review papers proposed an 

approach: Long short-term memory (LSTM) as one of the 

most popular RNN units used for sequence modeling tasks 

[28]. 

 

 
Fig.4  Block Diagram of RNN 

B. LSTM 

To deal with the issues of training RNNs that can learn 

short and long-term dependencies, LSTM is being used [28]. 
The emergence of long-term dependency in RNNs can be 

prevented by the implementation of LSTM due to their 

memory blocks being connected across layers [21]. In LSTM, 

a block has gates to calculate its state and the predicted output. 

The LSTM block has three gates:  a forget gate, an input gate, 

and an output gate. The expression for LSTM operation is as 

follows: 

 #� = $�
�%&� + 
 %ℎ��� + 
(%)��� + *%� (5) 

 #� = $�
�%&� + 
 %ℎ��� + 
(%)��� + *%� (6) 

 �� = $+
��&� + 
 ,ℎ��� + 
(,)��� + *,- (7) 

 )� = ��)��� + #� tanh�
.(&� + 
 (ℎ��� + *(� (8) 

 �� = $�
./&� + 
 /ℎ��� + */� (9) 

 ℎ� = ����0ℎ�)�� (10) 

Note: W is referred to the weight of the corresponding hidden 

neural in the LSTM block. 

III. RESULTS AND DISCUSSION 

An experiment was conducted to validate the test 

prediction accuracy of zone radius for conventional ZRP and 

ZRP with an LSTM-RNN algorithm that was implemented in 

two types of environments, such as static and mobile node 
environments. Furthermore, both algorithms were compared 

to observe their performance of them. The bandwidth capacity 

used in the network was 300 Mbps meeting the minimum 

requirement of 5G network bandwidth capacity [29], and the 

zone radius value varies from 2-6 hops [30]. Experiment 

results showed that in static node, 72% of zone radius value 

for LSTM-RNN algorithm is lower than the value of zone 

radius for conventional ZRP. Meanwhile, in the mobile node, 

54% of the zone radius value for the LSTM-RNN algorithm 

is lower than the value of zone radius for conventional ZRP. 

The changes in zone radius value were influenced by control 

messages related to the reactive routing approach (Route 
REQest (RREQ), Route ERROR (RERROR), and route reply 

packets of IARP) and control messages related to the table-

driven routing approach (IARP) [30].  

When the zone radius value increases, the area of 

proactive-routing services in the network also increases and 

reduces the reactive-routing services, and conversely, when 

decreasing the zone radius value [18]. The experiment results 

show that in the static node environment, the reactive routing 

process was dominant when implementing LSTM-RNN 

instead of the proactive routing process and vice versa when 

implementing conventional ZRP. Meanwhile, in the mobile 
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node environment, the Reactive routing process is also 

dominant when implementing LSTM-RNN instead of 

proactive routing process, and vice versa when implementing 

conventional ZRP. Nevertheless, there was a decreasing 

percentage of zone radius for the mobile node environment in 

comparison with the static node environment when 

implemented LSTM-RNN and vice versa when implemented 

conventional ZRP.  

A. Performance Evaluation of LSTM-RNN  

Performance evaluation of LSTM-RNN is necessary to 

determine the range of errors based on the MSE (Minimum 

Square Error) obtained during the iteration process (epoch) 

from the beginning to the optimum value of MSE [31]. The 

mean square error (MSE) in LSTM is considered the lost 

function [21], it is always non-negative, and a smaller value 

of MSE represents to smaller estimation error [32].  

The formula of MSE can be expressed as follows: 

 123 = �

4
∑ �5%

6(�768 − 5%
:;<=%(�<=4

%>� �? (11) 

Where, N is the observation number, 5%
6(�768 is the value of 

the actual zone radius, and 5%
:;<=%(�<=  is the value of the 

predicted zone radius. 

 

 
(a)                                                                                                                (b) 

 

Fig. 5  MSE value for (a) Static Node Environment, (b) Mobile Node Environment 

 

Fig. 5 demonstrates the MSE value for static (a) and mobile 

node environment (b). The best value of training process in 

LSTM-RNN for static node environment reach in 17th epoch, 

with the value of MSE is 1,7968e-18
, and 79th epoch for mobile 

node environment with the value of MSE is 5,154e-18. From 

the results, the implementation of LSTM-RNN for the Static 
node environment has a lower MSE value than the 

implementation for the mobile node environment. A static 

node environment is better than a mobile node environment 

implementation. Overall, the implementation of LSTM-RNN 

for a static node environment has a smaller value of MSE than 

LSTM-RNN for the mobile node, and it represents the smaller 

MSE value has better accuracy in terms of zone radius 

prediction. Nevertheless, both MSE value for both 

environments is acceptable. 

B.  Training State 

The results of LSTM-RNN train state were conducted to 

determine the value of gradient, Mu, and validation checks. 

Fig.6 shows the results of LSTM-RNN train state obtained 

during the process for static (a) and mobile node environment 

(b). The gradient function is the most common method used 

for updating the weights of the neural networks [33], so it can 

allow the LSTM-RNN model to conduct the training process.  

 

 
(a)                                                                                                       (b) 

 

Fig. 6  Training State: (a) Static Node Environment, (b) Mobile Node Environment 
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The objective of adjusting weights and tendencies is to 

obtain the lowest value of error (loss function), which is the 

lower error that gets during the process, the better 

performance of LSTM-RNN reaches [32]. The number of 

epochs throughout the process affects to the gradient problem 

[34]. Consequently, it is necessary to conduct a 

backpropagation to minimize the pain of the vanishing 

gradient [35]. However, the backpropagation method also 

impacts the presence of exploding gradient [27], [36]. 
In Fig. 6, there is evidence that the gradient is locally 

decreasing as a function of the epoch; in other words, the error 
should decrease as the number of iterations increases [37]. 

The value of gradient during the LSTM-RNN process for the 

static node environment is 4.0112E�F  at epoch 17th, and 

2.1766E�I at epoch 79th for mobile node environment.  
From those results, it is known that the value of the gradient 

of LSTM-RNN for static node is lower than the value of the 

gradient for mobile node environment. The duration needed 

to reach the best gradient value in LSTM-RNN for mobile 

node environment is more elongated than the period for static 

node environment. It is demonstrated that the gradient value 

for the static node environment is better than the mobile node 

environment. 

Mu value is used to control the weight of the neuron update 

process (backpropagation) during the training process; Mu is 

commonly termed momentum [38]. From the experiment 

results, it can be seen that the value of Mu for both static and 

mobile node environments is 1E�I reached at 17th epoch for 
static node and 79th epoch for mobile node environment.   

When the validation error does not improve for a number 

of consecutive epochs, the validation check serves as an early 

warning system, stopping training and checking the error on 

the validation set [39]. From the experiment results, the value 

of the validation checks for both environments is 0; it 

represented the number of error repetitions is 0, and stopped 
at 17th and 79th epoch for static and mobile node environments, 

respectively.   

C. Error Histogram (Histogram Deviation) 

The results of the error histogram on simulation were 

conducted to determine the range of deviation between the 

target and predicted value during the process. These error 

numbers can be negative since they represent how anticipated 

values depart from target values. 

 

 
(a)                                                                                                                        (b) 

 

Fig. 7  Error Histogram: (a) Static Node Environment, (b) Mobile Node Environment 
 

In Fig. 7, there are 20 blue vertical bars (bins), with the red 

vertical line representing zero error tolerance limit. Zero error 

line corresponds to the error axis’s zero error value (i.e.-axis). 

The number of samples (instances) of training data is 

represented on the Y-axis; meanwhile, 20 blue vertical bars 

on the X-axis represent the histogram deviation value (error). 

Moreover, the height of the bar in the bar plot means how 

many data points are near the bin value. From Fig. 7, it can be 

seen that for static node environment (a), zero error point falls 

the center 1.01E��J . Meanwhile, for mobile node 

environment (b) is 3.3 E��J . From both static and mobile 
node environments, the value of the error histogram for static 

node environment is more significant than the value of the 
error histogram for the mobile node environment. 

Nevertheless, both of the results are acceptable and 

demonstrated that the value of error for both environments 

was very small 

D. Regression 

Fig. 8 demonstrates the results of the fit value of the 

regression between target value (t) and predicted value (y) 

obtained during the training process for static node (a) and 

mobile node environment (b). Due to the value of the 

correlation coefficient (R) being 1 for both environments, 
then the linear relationship is a perfect positive correlation 

(close relationship) [40]. Therefore, the fit value between the 

target and the predicted value is no difference, indicated by 

the dotted line under the R-value of 1 (linearly dependent). If 

the value of R is close to 0, it is indicated that the model fails 

in making a prediction. Furthermore, the absence of the 

difference between the target and the predicted value also 

indicates that the training process results are doing well, and 

results are acceptable. 
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(a)                                                                                                                        (b) 

 

Fig. 8  Correlation Regression: (a) Static Node Environment, (b) Mobile Node Environment 
 

The results show that the correlation regression value for 

both environments has the same value (R=1). Nevertheless, 

the regression value for a static node is higher than for a 

mobile node environment. This circumstance demonstrated a 

strong regression between target and predicted value for static 

and mobile node environments. The absence of a difference 

between target and predicted value in both environments 

indicated that the training process results are doing well, and 

the results are acceptable. 

E. Time Series Response 

The use of time series response is described as: 

 To obtain the value of response comparison between 

time-series target values (t) and time-series output 

values 

 To obtain the value of error comparison between time-

series target values (t) and time-series output values. 

 

 
(a)                                                                                                (b) 

 

Fig. 9  Time Series Response: (a) Static Node Environment, (b) Mobile Node Environment 
 

Fig. 9 demonstrates the comparison between target time 
series values and output time series values for static node (a) 

in the error range from -0.8 to 0.8, representing the 

distribution of error along the time series axis is dominant 

close to zero (zero error). In other words, the value of error in 

time series during the process is minimal. Meanwhile, for 

mobile node environment (b), the range of error from -3.2 to 

1.6, and the distribution of error along the time series axis is 

also dominant close to zero (zero error). From that time-series 

response for static and mobile node environments, it can be 

seen that the distribution of error between the value of the 

target and the value of output for the static node environment 
is more significant than in comparison with the mobile node 

environment. The response of both target time series value 

and output time series value shows that the range of 

distribution time series is 2 to 6, representing the results of the 
maximum zone radius value obtained during the process for 

both environments. 

F. Autocorrelation 

Autocorrelation is used to discover the relationship or 

correlation between the target and predicted value. 

Autocorrelation is described in terms of how the correlation 

value is compared to the lag, which is the dependence of the 

target value on the predicted value of the time-series data 
distribution at certain time intervals. There should only be one 

nonzero value of the autocorrelation function in the perfect 

prediction model, and this nonzero value should occur at zero 

lag. [41]. 
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(a)                                                                                                                         (b) 

 

Fig. 10  Auto Correlation: (a) Static Node Environment, (b) Mobile Node Environment 
 

Fig. 10 (a) shows that when the value of time interval (lag) 

is zero, the correlation value indicated by the blue vertical bar 

is very high compared to another lag. Therefore, it 

demonstrates that the correlation of target value to prediction 

value is very high, which means that the training process for 

those values is doing well. Fig. 10 (b) shows that when the 
value of time interval (lag) is zero, the correlation value 

indicated by the blue vertical bar is very high compared to 

another lag. There is a correlation value in the lag position of 

-5 to 5 in certain parts. It means that the correlated data 

distribution in a static node environment is better than in a 

mobile node environment. Overall, the correlation of target 

value to predicted value is very high for both static node and 

mobile node environments. It is indicated that the training 

process conceives these two values are doing well. 

IV. CONCLUSION 

The study proposed a deep learning method for predicting 

zone radius of ZRP in the next-generation wireless backhaul 

networks.   The problem has been formulated as a time-series 

prediction problem, and LSTM-RNN as a deep learning 

variant has been proposed. The proposed approach addresses 

determining the optimal zone radius for both static and mobile 

node environments based on various network parameters such 

as Routing Overhead, Energy Consumption, Throughput, and 

User Usage. Conventional ZRP is also implemented in 
obtaining zone radius values to compare with the proposed 

algorithm.  

From the experiment results, 72% of the optimal zone 

radius value for the proposed algorithm is lower than that of 

the conventional ZRP in a static node environment. 

Meanwhile, 54% of the optimal zone radius value for the 

proposed algorithm in the mobile node environment is lower 

than that of the conventional ZRP. The proposed LSTM-RNN 

approaches achieve very small prediction errors for both static 

and mobile node environments, referring to the mean square 

error (MSE) value, error distribution histogram, training state, 

regression, correlation, and time series response. Overall, the 
correlation of target value to predicted value is very high for 

both static node and mobile node environments. It is indicated 

that the training process conceives these two values are doing 

well. However, the prediction error for the static node 

environment is higher than that of the mobile node 

environment.   

The proposed deep LSTM-RNN model for zone radius 

prediction could be a promising technique. Because it may 

require adding hardware and/or software, estimating zone 

radius value could increase the complexity of routing 
protocols. When the zone radius prediction approach is 

accurate, the overall performance of the routing protocols can 

be greatly enhanced. Since we have utilized deep learning 

models to predict the zone radius value, the computational 

cost of the training phase is a bit high as it includes forward 

and backward passes. Future work includes extensions of the 

current study, such as investigating the network performance 

using various routing algorithms, Levenberg-Marquardt, and 

the steepest descent algorithms approach to reach the best 

performance in zone radius predictions. 
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