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Abstract— Tsunamis are categorized as geophysical disasters because tectonic earthquakes triggered most of their occurrences. The 

high number of deaths due to tsunami catastrophe has made many countries develop a tsunami early warning system (TEWS), 

especially countries prone to tectonic earthquakes. One of the crucial subsystems in a TEWS is the tsunami potential prediction 

subsystem. To provide an early warning of tsunami, the prediction must be carried out based on early observation of the seismic event 

before the tsunami. In this short time of computation, the calculation of seismic parameters can only produce some roughly estimated 

features. Hence, a proper inference method that can decide accurate predictions upon the features is urgently needed for the TEWS. 

Some existing TEWSs are using rule-based inference to decide the prediction and often overestimate the prediction of tsunami potential. 

This study tries to develop a tsunami-potential prediction system using the machine learning approach as its inference method. Seismic 

features extracted from P-wave seismic signals are used as input data for learning and classification using a backpropagation artificial 

neural network (ANN). The accuracy result is then validated by K-fold cross-validation. Our simulation results show that the utilization 

of backpropagation ANN has given better accuracy in tsunami prediction compared to one of the existing TEWS that does not use 

machine learning for its prediction. At least for some seismic events that occurred during 2010-2017, the proposed system results in 

fewer overestimated predictions than the existing TEWS referred.  
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I. INTRODUCTION

A tsunami is a huge sea wave that is stimulated by an 
impulsive disturbance on the seabed in a short time. There are 
mainly three geological phenomena that can trigger the 
disturbance and generate tsunami events, i.e., tectonic 
earthquakes, volcanic eruptions, and landslides on the seabed 
[1], [2]. Among those phenomena, earthquakes are the most 
common cause of tsunami. Not every tectonic earthquake 
generates a tsunami, but tectonic earthquakes cause most 
tsunamis around the world. 

Sea-level rise observation is an often-used method to detect 
tsunami events. However, the observation’s conclusion may 
be too late for a tsunami early warning. Alternatively, an 
earlier prediction for tsunami early warning can be provided 
by observing each earthquake event that occurs. When an 
earthquake occurs, its tsunami potential can be predicted 

based on its seismic characteristics. Some studies on the 
characteristics of earthquake events that generate tsunamis are 
available for tsunami prediction research [3]. 

Usually, a tsunami early warning system utilizes three 
basic seismic parameters to predict tsunami potential, whether 
a recently occurred earthquake will trigger a tsunami event or 
not [2], [4], [5]. They are hypocenter location, hypocenter 
depth, and magnitude. Some simple rules on those parameter 
values generate the prediction. The rule states that a tsunami 
potentially occurs if the following conditions are satisfied:  

 The earthquake magnitude is 7.0 or higher.
 The hypocenter depth is less than 100 km.
 The hypocenter location is under the sea.

Tsunami-potential predictions issued by a tsunami early
warning system often overestimate the real fact of tsunamis 
events. From disaster management’s point of view, the 
overestimated predictions are better to ensure the safety and 
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alertness of all related communities, such as government 
agencies, in responding to the earthquake. However, in 
scientific and engineering views, overestimate predictions 
indicate that the system fails to detect the tsunami potential 
accurately and give an accurate warning for the public 
community. If this situation continues, it will have an impact 
on public trust in the early warning issued by the government 
at a certain point.  

Two essential things influencing the accuracy of a 
prediction are relevant features and the inference method's 
ability to generalize the pattern based on the determined 
features. Therefore, one or both of them can cause frequent 
overestimated predictions. 

Previous studies in Lomax and Michelini [3] proposed 
other features besides the three mentioned earlier to better 
measure tsunami potential prediction. It recommended two 
new parameters, i.e., rupture duration and P-wave dominant 
period.  It is claimed that the parameters could represent the 
tsunami potential of an earthquake better than the previous 
parameters. However, the study still used a rule-based 
inference method to decide the prediction. It determined a 
specific threshold value for each parameter to decide the 
prediction. 

The present study utilizes a machine learning approach to 
predict the tsunami potential of an earthquake event based on 
its seismic features. Machine learning has resolved various 
problems of pattern recognition with good performance [6]–
[11]. Hence, it is expected to have more ability to generalize 
complex seismic patterns to result in more accurate 
predictions. This approach has been widely used in previous 
studies related to event seismic classification [12]–[18]. All 
of them use seismic features for the classifications.  

Some previous studies also discuss the utilization of 
machine learning for tsunami identification purposes [19], 
[20]. They used basic seismic parameters for the classification. 
In recent years, machine learning methods are often used to 
solve many problems related to natural disaster management 
[21], [22].  

The machine learning method used for the prediction in this 
study is artificial neural network (ANN). ANN has been 
widely used for many pattern recognition problems [23], 
including in the field of tsunami and earthquakes.   In 2017, a 
simulation utilized ANN and SVM to identify tsunamigenic 
earthquakes based on some seismic parameters provided in 
the IRIS database [24]. Other studies focused on predicting 
the tsunami damage mapping and recognition using ANN [25], 
[26]. 

In this study, the data used for learning and classification 
consists of some seismic features extracted from seismic 
signals of tectonic earthquake events. The proposed system 
will classify the data into two classes, i.e., tsunami potential 
and no-tsunami potential. The performance of ANN will be 
validated using K-fold cross-validation. 

II. MATERIALS AND METHODS 

The proposed system uses backpropagation ANN for 
predicting the tsunami potential. The system design can be 
seen in Fig. 1, which shows the block diagram of the system. 
The input data of the proposed system is seismic signals 
obtained from multi stations of seismometer networks. This 
study involved data from 61 earthquake events that had a 

magnitude size 7.0 or more and occurred from 1999 to 2017. 
The data consist of 20 seismic events that triggered tsunami 
events and 41 seismic events with no tsunami events triggered. 
All data are obtained from GEOFON [27] and IRIS web 
service [28].  
 

 
Fig. 1 The proposed system block diagram 

 
The first process in the system is feature extraction to 

obtain some seismic features, as explained earlier in this study. 
The results of feature extraction are used as input for the 
learning process using backpropagation ANN. The learning 
process results in weight parameter values that can 
discriminant the seismic features data into two classes related 
to tsunami potential. These weight values then are utilized in 
the testing process using testing data. 

A. Feature Extraction to Obtain Seismic Features  

Seismic features used in this study are extracted from 
seismic signals obtained by seismometers. The seismic signal 
consists of three kinds of waves. The first is P-wave, which 
arrives first at the seismometer receiver when an earthquake 
occurs. The second part is the S-wave that arrives sometime 
after the P-wave, and the last is the surface-wave that lastly 
arrives and is the most destructive part [29]. 

Most of the seismic parameters reach their stable and final 
numerical value after the long-period  wave of seismic signals 
come to the sensors [3]. For instance, most of the methods 
used to determine the earthquake magnitude are using the S-
wave to get more accurate value [30]. Hence, the 
determination of some seismic parameters commonly must 
wait until the S-wave arrives [31], which is late for the early 
warning.  

However, the determination of seismic parameters should 
be done earlier in order to provide an early warning of tsunami. 
Some previous studies have proposed alternative methods to 
calculate some specific parameters based on the P-wave as in 
[3], [30], so the seismic parameters can be obtained earlier 
compared to the calculation based on the S-wave.  

There are some seismic features related to tsunami-
potential prediction that can be calculated from the P-wave, 
i.e., rupture duration, P-wave dominant-period, and 
earthquake moment magnitude. The proposed system used 
these features as input data for learning and classification 
using the backpropagation ANN. 

1)  Rupture duration:  Rupture duration is a significant 
parameter that can be used to predict the tsunami-potential of 
an earthquake event [3]. Rupture duration shows how long the 
area of fault needs time to rupture when an earthquake occurs. 
The procedure for calculating the rupture duration used in this 
study is the one developed by Lomax in [3]. To get the P-wave 
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part of the seismic signals, seismograms obtained from the 
seismometer need to be filtered by high-pass filter (HPF) 
because P-wave has higher frequency than other parts of the 
seismic signal. The result of the filter then is squared to get 
velocity-squared time series. To obtain the envelope function 
of the signal, the smoothing method should be done. In the 
procedure [3], triangle function is used to smooth the signal. 
After the envelope function is obtained, the delay between the 
first arrival of P-wave ( �0) and the last point which the 
envelope function decreased below 90 (��� ), 80 (��� ), 50 
(���), and 20 (���) percent of its peak value of amplitude, is 
calculated. Hence, the apparent rupture duration ( �� ) is 
calculated using formula [3]: 

 �� = 
1 − 
� ∙ ��� + 
 ∙ ��� (1) 

with formula of the weight 

� is as follows: 

 
 = ��������
� ����

��  (2) 
 

where �� is delay duration between the first arrival of P-wave 
( �0 ) and the last point at which the envelope function 
decreased below �% of its amplitude peak value (in seconds). 

2)  P-wave dominant period: The P-wave dominant period 

reflects when the seismic event's slip is still growing or has 
not stopped yet [3]. This parameter is essential to determine 
the size of an earthquake. The method proposed by Wu and 
Kanamori in [30] for calculating the parameter is described as 
follows. A seismogram, which is the velocity signal, should 
be integrated to obtain the ground-displacement signal. P-
wave dominant period (��) is calculated by: 

 �� = � 
√" (3) 

where # is the ratio between integrated velocity signal and 
integrated ground-displacement signal over some time period. 

3)  Period-Duration Discriminant:  In addition to two 
seismic features described above for predicting tsunami 
potential, rupture-duration and P-wave dominant period, 
Lomax and Michellini [3] recommend a discriminant feature, 
i.e., duration-period discriminant (�$�� ) which is product 
result of rupture duration and P-wave dominant period. 
Numerous expressions of combination between rupture 
duration (�� ) and P-wave dominant period (�$ ) have been 
examined in [3] and it was found that �$��  gives best 
agreement with rupture area parameter and tsunami 
importance of earthquake event that generates tsunami. This 
discriminant also identifies tsunami potential better than other 
expressions examined in [3]. 

4)  Period-Duration Discriminant:  The commonly used 
earthquake magnitude scale now is the seismic moment 
magnitude (%&) which can represent the size of earthquake 
better than the previous scale, namely local magnitude (%') 
and surface-wave magnitude ( %( ). Here, the moment 
magnitude scale is selected among others magnitude scale to 
be used as one of the seismic features, which can be calculated 
by [30]: 

 %) = 4.525 ∙ ./0 �� + 5.036 (4) 

where is the average of the P-wave dominant period as 
described earlier. 

B. ANN and its Performance Validation 

ANN is known as a robust method for classifying or 
predicting some phenomena, which involves target function 
with real, discrete, or even vector values. It is also known as 
the most effective method for learning complex data from 
real-world sensor data [32], [33]. 

Backpropagation ANN is a neural network with multilayer 
architecture that involves multi perceptron in its learning 
process. The learning process conducted by the 
backpropagation ANN has supervised learning and consists 
of forward-pass and backward-pass. 

The ANN architecture developed in this study only used 
one hidden layer. Hence, the synapsis weight between input-
layer and hidden-layer, which connects input-neuron unit 3 
and hidden-neuron unit 4 , is denoted as 567 . While the 
synapsis weight between the hidden-layer and output-layer, 
which connects hidden-neuron unit j and output-neuron unit 
8, is denoted as 97:. The number of input-neuron units is �6;, 
number of hidden-neuron units is �<6$$ , and number of 
output-neuron units is �=>? . The input value in each input 
neuron is denoted as @6  with 3 = 0, . . , �6; − 1 . The actual 
output of the network is B: with 8 = 0, . . , �=>? − 1. 

The complete function represented by a single hidden layer 
network for the forward pass in backpropagation ANN can be 
seen in the following formula. 

 B: = σD∑ 97: ∙ σF∑ 567 ∙ @6
;GH�I
6J� K;LGMM�I

7J� N (5) 

 
The sigmoid function O
@�  is the commonly used function 

for threshold function, which is stated as follows: 

 O
@� = I
IPQRS (6) 

Accuracy is the most widely used parameter to represent 
the performance of a machine learning method, including the 
ANN method. This study used the K-fold cross-validation to 
validate the accuracy of the proposed backpropagation ANN 
architecture. 

In Wong and Yang [34] method, all data used in the 
research is partitioned into disjoint subsets, and the number of 
learning and testing conducted times, starting from 8 =
1, 2, … until 8 = U. In each time of learning and testing, one 
subset of data is set to be testing data, and the other (8 − 1) 
subsets of data are assigned as training data. For the first value 
of 8, the first subset data is assigned as testing data, and the 
other 
8 − 1� subsets are training data. For each of the next 
values of 8, each of testing and training data is rotated to the 
next subset of data. Hence, at the end of the process, when 
8 = U , all subsets’ data will have been tested and the 
accuracy of the network can be calculated as follows:  

 VWWX = I
X ∙ ∑ VWW:

:JX
:JI  (7) 

where VWWX   is accuracy testing for a certain value of U , 
where U is number of folds which is set in the experiment, 
and VWW:   is accuracy testing of the  8-th iteration of testing.  

K-fold cross-validation can also be used to avoid data 
overfitting, which often happens in ANN. After validation is 
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done, the best ratio number between the number of testing 
data and the number of training data can be obtained to 
minimize the possibility of data overfitting [35]. 

C. Proposed Architecture of Backpropagation ANN  

The architecture proposed here consists of five input 
neurons 
@�, @I, … , @�� , one hidden layer with a certain 
number of hidden neurons 
Y�, YI, … , Y;�, and two output-
neurons 
Z�, ZI� . It uses five input neurons because four 
seismic features are used in the proposed system plus a biased 
input. The number of output neurons is determined based on 
the number of classes that should classify data input. For 
predicting tsunami, features representing the seismic events 
will be classified into two classes, i.e., earthquake events with 
tsunami potential and earthquake events with no-tsunami 
potential. Earthquake events with tsunami potential will lead 
to tsunami events, while the events with no-tsunami potential 
are on the contrary. So, the number of output neurons selected 
for the architecture is two output neurons. 

Unlike input and output-neurons, the number of hidden-
neurons cannot be determined by calculations. It can be 
determined by some experiments to obtain the optimal 
number which results in optimal accuracy. Therefore, one of 
experiment scenarios undertaken in this study is to set the 
number of hidden-neurons as a variable. It is assigned 
iteratively and for each value, the architecture is tested to 
measure its accuracy. The final architecture can be seen in Fig. 
2. 

 

 
Fig. 2  The final proposed backpropagation ANN architecture with 2 hidden 
neurons 

D. Learning and testing configuration  

There are two objectives of learning and testing conducted 
in this study. The first one is to obtain the optimal 
backpropagation ANN architecture, which yields the best 
accuracy of the proposed system. The second is to measure 
the system performance in some accuracy terms with some 
validation using K-fold cross-validation.  

For those purposes, learning and testing are done using K-
fold cross-validation for a various number of U, starting from 
U = 1 to U = 6. In each value of U, a various number of 
hidden neurons were applied in learning and testing 
experiments to obtain the optimal ANN architecture for the 
proposed system. The learning rate ([ ) is set 0.1 for all 
scenarios of training. Some standard terms in machine 
learning are used for the accuracy analysis, i.e., true-positive 

(TP), true-negative (TN), false-positive (FP), false-negative 
(FN), precision, recall, and accuracy.  

The formulas for calculating precision, recall, and accuracy 
are as follows. 

 �#\W3]3/� = ;>^�_
;>^�_P;>^`_

× 100% (8) 

 b\WV.. = ;>^�_
;>^�_P;>^`c

× 100% (9) 

 dWW5#VWB = ;>^�_P;>^�c
;>^�_P;>^�cP;>^`_P;>^`c

× 100%  (10) 

where �5efg  is the number of true positive predictions, 
�5efh is the number of true negative predictions, �5eig is 
the number of false-positive predictions, and �5eih  is the 
number of false negative predictions. 

III. RESULT AND DISCUSSIONS 

In the first experiment using U = 1 , the learning and 
testing process were conducted using 61 data events. Hence, 
there was no-unseen data involved in the testing. In other 
words, the system was tested with the same data as the system 
learned. This scenario of testing measures the ANN ability to 
memorize data that has been learned before.  

The proposed architecture was tested using the variable 
number of hidden neurons, starting from 2 to 6 hidden-
neurons. Architecture with only one hidden-neuron is 
excluded from the testing scenario because it only consists of 
one single-bias input in the hidden-layer. The result is shown 
in Table I. 

TABLE I 
FIRST SCENARIO TESTING RESULT WITHOUT UNSEEN DATA 

Number of 

Neuron Hidden 
Mean Error (ME) Accuracy (%) 

2 0.020889328 88.52459016 

3 0.024873797 88.52459016 

4 0.012139936 91.80327869 

5 3.67E-05 93.44262295 

6 0.013155981 93.44262295 

 
The result shows that the architecture with five hidden 

neurons results in the maximum accuracy (93,443%) and the 
minimum mean of error (0.0000367). However, we cannot 
recommend the optimal number of hidden neurons yet only 
from the result of the first testing scenario. The basic accuracy 
obtained from the first scenario only shows the ability of the 
proposed ANN architecture to memorize the already learned 
pattern of data.  

The next experiment involved unseen data testing to 
measure the proposed ANN architecture’s ability to recognize 
the data pattern that is different from the previous data pattern 
that the system has learned. In this scenario, the U value is set 
as a variable, starting from U = 2 to U = 6. Note that for all 
U, the total number of tested data is 61 data since the testing 
was carried out U times, and the testing data is shifted in each 
testing process. Table II and Fig. 3 show the result of this 
scenario. 
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TABLE II 
RESULT OF THE TESTING SCENARIO USING UNSEEN DATA WITH K-FOLD CROSS VALIDATION 

j Number of Neuron Hidden 
Testing Result 

TP TN FP FN Precision (PPV) (%) Recall (TPR) (%) Accuracy (%) 

2 

2 13 37 4 7 76.471 65.00 81.967 
3 13 36 5 7 72.222 65.00 80.328 
4 13 33 8 7 61.905 65.00 75.410 
5 13 34 7 7 65.000 65.00 77.049 
6 13 33 8 7 61.905 65.00 75.410 

3 

2 13 37 4 7 76.471 65.00 81.967 
3 10 35 6 10 62.500 50.00 73.770 
4 10 34 7 10 58.824 50.00 72.131 
5 10 29 12 10 45.455 50.00 63.934 
6 5 34 7 15 41.667 25.00 63.934 

4 

2 16 37 4 4 80.000 80.00 86.885 
3 8 37 4 12 66.667 40.00 73.770 
4 14 35 6 6 70.000 70.00 80.328 
5 9 34 7 11 56.250 45.00 70.492 
6 7 33 8 13 46.667 35.00 65.574 

5 

2 15 37 4 5 78.947 75.00 85.246 
3 15 37 4 5 78.947 75.00 85.246 
4 12 36 5 8 70.588 60.00 78.689 
5 13 36 5 7 72.222 65.00 80.328 
6 9 32 9 11 50.000 45.00 67.213 

6 

2 14 37 4 6 77.778 70.00 83.607 
3 14 37 4 6 77.778 70.00 83.607 
4 14 37 4 6 77.778 70.00 83.607 
5 13 35 6 7 68.421 65.00 78.689 
6 12 36 5 8 70.588 60.00 78.689 

Data in Table II shows that the optimal number of hidden 
neurons is two, resulting in the best accuracy value. Hence, 
the ANN architecture with two hidden neurons is selected to 
be the final proposed architecture, as shown in Fig.2.  

Fig. 3 shows a comparison of accuracy for each U in the 
experiment using the final architecture (2 hidden neurons).  

 

 
Fig. 3   Accuracy performance of final architecture using two hidden- neurons 
with some K values 

It is worth noting that U = 1 was tested in the first testing 
scenario and it shows the network’s ability in memorizing 
data. From Fig. 3, the final ANN architecture results in better 
accuracy in memorizing (U = 1) than that in generalizing the 
data pattern. However, for prediction and analysis purposes, 
the accuracy given from the scenario using unseen data should 
be considered, i.e., U = 2, . ., etc. 

Therefore, the graphic data in Fig. 3 shows that the best 
prediction accuracy is achieved when U = 4. It means that the 
best ratio number between the number of testing data and 

training data is 1:3. Hence, the final testing of the proposed 
system will use this ratio number for the testing and training 
data. 

In the final testing scenario, all seismic events data are 
sorted based on the time of occurrence. According to the ratio 
number recommended previously, the last quarter events of 
the 61 data are selected as testing data. Hence, the seismic 
events for the training data are the events that occurred in 
1990-2009, while the testing data consists of seismic events 
that occurred in 2010-present. The result and its comparison 
can be seen in Table III. 

The architecture network applied in the final testing is the 
final architecture with two hidden neurons. To present an 
objective analysis of the proposed system's final accuracy, the 
final testing result is compared to the tsunami prediction 
issued by one of the existing TEWSs, namely the Indonesia 
Tsunami Early Warning System (InaTEWS).  

The table shows that the number of overestimating 
predictions issued by InaTEWS for tsunami warning during 
2010-2017 is more than the proposed systems. InaTEWS 
issued overestimating predictions in seven seismic events. For 
the same events, the proposed system results in only two 
overestimating predictions. 

The seismic events with overestimated predictions issued 
by InaTEWS are Aceh earthquake event (6th April 2010 and 
9th May 2010), the 16th of June 2010 event and 29th 
September 2010 event in Irian Jaya region, the 10thJanuary 
2012 event, the Molucca Sea earthquake event (15th 
November 2014), and the Southwest of Sumatra event (2nd 
March 2016).  InaTEWS predictions for the events were false-
positive (FP).  
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TABLE III 
COMPARISON OF TSUNAMI PREDICTIONS FOR SEISMIC EVENTS IN INDONESIA REGION (2010-2017) 

No. 
Origin time of 

eventa 
Location of eventa Magnitudea Fact 

Ina TEWS Proposed System 

Predictions State Prediction State 

1 06/04/2010 22:15 Northern Sumatra 7.8 No-Tsunami Tsunami [16] FP Tsunami FP 
2 09/05/2010 05:59 Northern Sumatra (Aceh) 7.3 No-Tsunami Tsunami [45] FP No-Tsunami TN 
3 16/06/2010 03:16 Irian Jaya Region 7.0 No-Tsunami Tsunami [10] FP No-Tsunami TN 
4 29/09/2010 17:11 Irian Jaya Region 7.0 No-Tsunami Tsunami [15] FP No-Tsunami TN 
5 25/10/2010 14:42 Southern Sumatra 7.8 Tsunami Tsunami [10] TP Tsunami TP 
6 10/01/2012 18:37 Off W Coast of Northern 7.2 No-Tsunami Tsunami [24] FP No-Tsunami TN 
7 11/04/2012 08:38 Off W Coast of Northern  8.6 Tsunami Tsunami [24] TP Tsunami TP 
8 11/04/2012 10:43 Off W Coast of Northern  8.2 Tsunami Tsunami [24] TP Tsunami TP 
9 10/12/2012 16:53 Banda Sea 7.1 No-Tsunami No-Tsunami [24] TN Tsunami FP 

   10             06/04/2013 04:42 Irian Jaya 7.0 No-Tsunami No-Tsunami [7] TN No-Tsunami TN 
11 15/11/2014 02:31 Northern Molucca Sea 7.0 No-Tsunami Tsunami [8] FP No-Tsunami TN 
12 27/02/2015 13:45 Flores Sea 7.0 No-Tsunami No-Tsunami [24] TN No-Tsunami TN 
13 27/07/2015 21:41 Irian Jaya 7.0 No-Tsunami No-Tsunami [6] TN No-Tsunami TN 
14 02/03/2016 12:49 Southwest Of Sumatra 7.8 No-Tsunami Tsunami [46] FP No-Tsunami TN 
15 10/01/2017 06:13 Celebes Sea 7.3 No-Tsunami No-Tsunami [5] TN No-Tsunami TN 

aData at column 2, 3 and 4 were taken from IRIS database [28].  
bData at column 5 were taken from Global Historical Tsunami Database [36], except for no. 1 and 14 were taken from [37] and [38], respectively.  
cMost of data at column 6 were taken from official report of Indian Ocean Tsunami Warning and Mitigation System (IOTWS) Unesco [39]  and official webpage 
of Agency for Meteorology, Climatology and Geophysics (BMKG) Indonesia Tsunami Service Provider [40], except for no. 1, 2, 3, 4 and 14 were taken from 
[41][42][43][44], and [38], respectively. 

 
According to the testing result in Table III, the accuracy 

performed by the proposed system is 86.67%, with four TP 
predictions, nine TN predictions, and two FP predictions. In 
other words, the proposed system results in better 
predictions for some seismic events that occurred during 
2010-2017 compared to InaTEWS. 

IV.  CONCLUSION 

The accuracy of tsunami prediction is a very crucial part 
of a tsunami early warning system. Either underestimating 
or overestimating prediction should be avoided to be issued 
as a tsunami warning. We have proposed a tsunami 
prediction system using a machine learning approach to 
provide a more reliable prediction than the comparable 
existing system (InaTEWS) using a rule-based inference 
method. From the testing conducted in this study, the 
accuracy of tsunami prediction issued by the proposed 
system is better than InaTEWS, at least for the data used in 
our analysis. However, as this study is still in its early stage, 
the results need to be improved further in future work. 
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