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Abstract- In the current days of information overload, it is nearly impossible to obtain a form of relevant knowledge from massive 

information repositories without using information retrieval and filtering tools. The academic field daily receives lots of research articles, 

thus making it virtually impossible for researchers to trace and retrieve important articles for their research work. Unfortunately, the 

tools used to search, retrieve and recommend relevant research papers suggest similar articles based on the user profile characteristic, 

resulting in the overspecialization problem whereby recommendations are boring, similar, and uninteresting. We attempt to address 

this problem by recommending research papers from domains considered unrelated and unconnected. This is achieved through 

identifying bridging concepts that can bridge these two unrelated domains through their outlying concepts – BiSOLinkers. We modeled 

a bisociation framework using graph theory and text mining technologies. Machine learning algorithms were utilized to identify outliers 

within the dataset, and the accuracy achieved by most algorithms was between 96.30% and 99.49%, suggesting that the classifiers 

accurately classified and identified the outliers. We additionally utilized the Latent Dirichlet Allocation (LDA) algorithm to identify the 

topics bridging the two unrelated domains at their point of intersection. BisoNets were finally generated, conceptually demonstrating 

how the two unrelated domains were linked, necessitating cross-domain recommendations. Hence, it is established that recommender 

systems' overspecialization can be addressed by combining bisociation, topic modeling, and text mining approaches. 
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I. INTRODUCTION

The massive digitization of several aspects of our lives is 
attributed to the rapid development of information and 
communication technologies (ICT). Hence, the digital 
information space is exponentially growing by the day, and 
access to knowledge and information is being hindered due to 
information overload [1], [2]. It was estimated in the year 
2015 that an average American was consuming 15.5 hours of 
media content and nearly 74 Gigabytes of information every 
single day. In academia, recent bibliometrics shows that the 
number of published scientific papers has been climbing by  
8% - 9% each year over the past several decades. For instance, 
the PubMed database alone receives more than 1 million 
papers a year in the biomedical field, which is approximately 
two papers every minute. Hence becoming overwhelmingly 
hard to navigate the growing deluge of data [3]. Consequently, 
a critical demand for superior tools which can support web 

and academic users (researchers) cope with this data deluge 
that is on the rise [4], [5]. 

Recommender systems are part of information filtering 
systems that eliminate unwanted information, presenting 
users with only useful and relevant data automatically [6], [7]. 
In today’s digital world, it is impossible to stay abreast by 
reading a few published articles like journals, and at the same 
time, it is impossible to read all the journals that have been 
released. Therefore, researchers must identify the right tools 
to help them overcome the problem of information overload 
in academia while receiving satisfactory recommendations 
from trusted sources [3], [8]. 

Recommender systems are tools that have been developed 
to navigate complex information spaces facilitating efficiency, 
productivity, and health of all its users. These systems have 
been deployed in various fields such as music [9]-[11], video 
[12]-[14], mobile [15], [16], research papers [17]-[21]. In 
academia, research-paper recommender systems (RPRS) are 
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the tools developed to know more about the users to 
recommend relevant articles [22] better. RPRS algorithms are 
designed to recommend articles similar to the target paper or 
user profiles, leading to a problem known as the portfolio 
effect [24], [25].  

This undesirable effect is generated by recommendation 
algorithms that concentrate on prediction accuracy while 
sacrificing other important aspects that improve the user 
experience of receiving recommendations, such as serendipity, 
variety, and coverage [26], [27]. McNee et al. [28] indicated 
that the most accurate recommendations are not necessarily 
the most useful recommendations [28]. Therefore, we design 
to make RPRS more useful by addressing the 
overspecialization problem by linking domains that are 
considered unrelated, thereby facilitating serendipitous 
recommendations.  

The concept of bisociative knowledge discovery is 
attributed to Koestler [29], who stated that “Two concepts are 
bisociated if and only if there is no direct link, obvious 
evidence linking them, and, one concept has to cross contexts 
to find the link and the new link provides some novel insights.” 
For that reason, this research is aimed at modeling a research 
paper recommendation model of a system that seeks to 
establish latent links and relations that might exist between 
two or more unrelated domains. If there exist links, then a 
graphical network representation of the bisociation will be 
depicted through BisoNets. Then finally, relevant concepts 
and research papers will be recommended across these two 
large and normally unconnected information spaces using 
exploratory creativity discovery methods [30]. 

Topic models are based on the idea that there lies a mixture 
of topics in a text corpus whereby a topic is a multinomial 
distribution over words. Due to the textual nature of research 
papers, topic modeling was utilized by Pan and Li [31] as a 
means of recommending research papers, and thematic 
similarity measured how the text was interrelated. The cold 
start problem was addressed by generating recommendations 
using topic analysis.  

In many RPRS, the number of researchers (users) 
compared to the number of papers (items) does not balance, 
and this results in the data sparsity problem where no item is 
rated or recommended as useful. Moreover, to solve that 
problem, Amami et al. [32] proposed a model where research 
papers and users were subjected to language and topic 
modeling respectively to determine the relationship between 
users and papers and based on the determined closeness of the 
language used in research papers, unseen research papers 
were retrieved. Ahmad and Fuge [33] used topic modeling to 
ensure that the right set of words and topics were utilized to 
bridge two unrelated domains, achieving contiguity of 
creative solutions through mediation, similarity, and 
serendipity [34]-[36]. Lastly, Ahmad and Fuge [33] used topic 
models to discover topical links that bridge two unrelated 
domains. Their proposed model was a computational 
framework for discovering new connections while supporting 
creativity and the discovery of novel and new ideas. We 
extend this framework by identifying the topics in a novel way, 
then we link and recommend serendipitous research paper 
concepts between these unrelated domains.  

Serendipity is a new dimension in recommender systems 
used to address overspecialization by improving user 

satisfaction by recommending novel, interesting and 
unexpected items. Serendipity algorithms expand user tastes 
by adding a “surprise me” option to the various recommender 
systems running the algorithm [37], [38]. Therefore, this 
research attempts to implement the serendipity concept in the 
field of RPRS by recommending research papers from 
unrelated domains. 

Overspecialization in RPRS is receiving similar research 
papers as user profile characteristics indicate, or what the user 
points out as interesting [39], [40]. This method of computing 
recommendations limits the possibility of linking more 
domains to expand the coverage of recommended articles. 
Unfortunately, explicitly defining the user’s domain of 
interest during recommendations promotes recommending 
highly similar items (research paper articles) from a single 
domain [41]. Hence, we postulate that the integration of 
information from different domains into a single network will 
enable cross-domain recommendations and associations - 
bisociation [20], [42], [43], which will consequently facilitate 
cross-domain recommendations, thereby addressing the 
overspecialization problem. 

II. MATERIALS AND METHODS  

A. Dataset Used for Experimentation 

The dataset used in this research is a well-researched 
migraine-magnesium domain pair introduced by Swanson [44] 
and utilized in evaluating developed metrics that identified 
bridging terms between two unrelated domains. In Juršič et al. 
[45], 60 pairs of articles were discovered in a literature-based 
discovery process when the standard 43 bridging terms were 
used. Research paper titles were retrieved from the PubMed 
database using two keyword queries for the separate domains 
to get the dataset. The first keyword used was “migraine” for 
the migraine domain, while the second keyword used was 
“magnesium” for the magnesium domain. An additional 
condition to the query was the restriction used on the range of 
publishing dates for the articles. To reproduce the bridging 
terms that were discovered by Swanson [44], one needed to 
download from PubMed research paper titles published not 
later than 1988.  

In our research, we queried the PubMed research paper 
repository using the magnesium and migraine keywords, 
respectively, and a total of 3360 migraine and 8843 
magnesium titles were returned. Cumulatively, 12203 
research paper titles were retrieved from both domains. These 
titles were used in this research to determine whether the two 
domains were related in any way.  

B. Bisociation Methodology 

Koestler [29] stated that bisociation is a combinational 
problem that joins unrelated and often conflicting information 
differently. The questions were asked to identify good 
bisociation relations, including what is bridging a domain? 
What are the ways utilized to determine creative bridges? 
How can creative bridges be represented conceptually? The 
domain bridging is linking domains that were otherwise 
considered unconnected [45]. Creative bridges can be 
determined using text mining technologies, represented 
conceptually as graphs.  
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A network representation of bisociation is a BisoNet 
(Bisociative Information Network) which supports the 
integration of semantically meaningful information and 
loosely coupled information fragments [42]. Given topics 
from a domain �, we proposed a method of ranking concepts 
from two habitually separated domains. The ranked concepts 
were then utilized to showcase their proficiency of generating 
BisoNets. The steps utilized to solve these problems included: 
(i) Learning each term representation in a document � and 
domain �. (ii) Discovering candidates for bridging terms. (iii) 
Constructing BisoNets from highly probable bridging terms 
or concepts. 

Let �1 and �2 represent two unrelated and unconnected 
domains such that (�1 ≁ �2)  and thus cannot be linked 
together. Let concepts that are related and existing between 
these two domains be represented as a problem 	. Let the 
concepts that make up this problem be referred to as bridging 
concepts/ terms, 
 , such that {�1, �2, �3, �4, �5} ∈ 
 . 
Bridging concepts that intersect between two domains are 
called BiSOLinkers (Bisociated Serendipitous Outlier 
Linkers) since they form part of outliers’ concepts from the 
two unrelated domains that link the domains serendipitously. 
Let the intersection between these unrelated domains be 

represented by � , such that ���,…,��
= ��,…,� ∈ �1 ∩ �2 , 

where �� , … , �� ∈ �  represents the BiSOLinker candidate 
concepts. Concepts {�2, �3 ∈ �} are true BiSOLinkers since 
they belong to � and 
.  

To identify the terms and concepts in these two domains, 
we had to take research papers from both domains and 
preprocess them to individual terms [43]. Then we used 
machine learning algorithms to identify the outliers, and 
finally, topic modeling algorithms [46] were finally utilized 
to discover the concepts that were intersecting and linking the 
two domains. In summary, bisociation may be revealed 
through link discovery, graph mining, and computer-aided 
interactive navigation (which can be explained using graph 
structures). 

C. BisoNet Formation  

Research paper text were decomposed into concepts and 
terms which represented the vertices of a BisoNet. These 
vertices were terms that ranged from one word to n-gram 
terms. We utilized the term frequency-inverse document 
frequency (tf-idf) metric to identify and select important 
keywords.  

 

 
Fig. 1  BisoNet formation 

A node contained a list of term frequency values of its 
associated term as an attribute in the different collections of 

documents. Vertices with a certain term frequency were 
associated with a keyword and a set of documents in which 
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they occurred, and to determine whether a link was to be 
created between any two vertices, weights were assigned 
based on co-occurrence significance measures between 
vertices (weights between vertices signify the existence of a 
relationship), as in Figure 1. 

D. Outlier Identification and BiSOLinkers Construction 

The principal approach to determining outliers in many 
domains is training a multi-class machine learning classifier 
to distinguish between the labels. If there are documents of 
one class and they are consistently misclassified as belonging 
to another class (False Negative), they form a part of 
documents (outliers) that are likely to bridge the two domains. 
To identify the outliers within the migraine-magnesium 
domains, our system read datasets from the two domains and 
then mixed them with their labels assigned to their correct 
classes. Cleaning and preprocessing the data was undertaken, 
then terms appearing more than ten times (>10) were only 
selected for further processes. A data frame of these terms was 
created, further weighting them with the tf-idf measure. The 
data was then separated into a training set (80%) and a testing 
set (20%). Five classification algorithms were employed to 
classify the documents using trained classifiers. The accuracy, 
computation time, and a number of misclassified research 
paper titles were all noted. All the falsely classified 
documents (False Negative) were further utilized in the 
formation of BiSOLinkers. 

 

 
Fig. 2 Bisociated domains intersecting resulting in the identification of 
BisoLinkers 

 
To produce topics from documents, one must use topic 

modeling techniques, which current topics as clusters of 
similar words. These techniques are expressed in 
mathematical frameworks that allow them to examine text 
documents (like research papers), ascertaining the statistics of 
all words and determining the type of topics that might be in 
a document and the supposed topical balance of each 
document. We derived key insight from topic modeling by 
using topics as “bridges” between two domains. This was 
easily achieved by clustering terms into topics containing 
some semantic relations, hence ensuring clearer frames and 
contexts, and ambiguity in related terms was significantly 
reduced. We were looking at identifying infrequent topics to 
bring discovery or understanding to a particular problem but 

again common enough to cross domains through their outliers. 
We defined these outlier topics as BiSOLinkers (Bisociated 
Serendipitous Outlier Linkers), see Fig. 2. 

BiSOLinkers are considered outliers in two habitually 
incompatible domains, but they fortuitously linked the two 
dissimilar domains (migraine-magnesium). Sluban et al. [47] 
stated that documents of a paired domain (union of two 
different domain literature) misclassified by a classifier can 
be considered domain outliers. They further stated that outlier 
documents frequently embody new information and can 
potentially lead to new knowledge. Ahmed and Fuge [33] 
generated BisoNets using topics employing textual data and 
pointed out that topics among outliers had a high chance of 
having a very high bisociation score. In our research, we also 
exploited outliers that intersect the migraine and magnesium 
domains, and we did so to identify topic proportions within 
domains, documents, and outliers to exploit relevant concepts 
for recommendations between both domains. 

E. Topic Modeling in Outliers (BiSOLinkers) of Bisociated 
Domains 

Outliers identified by the five classifiers were further 
processed with topic modeling algorithms to establish 
whether similar concepts were lying in those outliers’ items, 
plus whether they would act as links between the two 
unrelated domains. We utilized the Latent Dirichlet 
Allocation (LDA) algorithm [46], [48], which is a topic 
modeling technique that assumes that documents (text 
corpora) are nothing but a mixture of topics, and it further 
speculates that these topics overlap within a document even 
though they are not known beforehand. Hence, the desired 
number of topics to be mined from the document or text 
corpus has to be specified beforehand so that the model can 
generate the latent topics that exist within the document. Each 
document will have a distribution of topics, and each topic 
will also have a distribution of words, all generated by simple 
probabilistic procedures. 

LDA is, therefore, an algorithm that was used to describe 
and identify the mixture of topics that were contained in a 
research paper document such that �(�|�), and each topic 
being also described by a distribution of words, such that 
�(�|�) . To formalize this representation, we utilized the 
following expression: 

 �(��|�) = ∑ �(��|�� = !) �(�� = !|�)#
$%&  (1) 

where �(��|�) represented the probability of the 'th term or 
word within a document �, whereas �� represented the latent 
topics that were yet to be discovered. �(��|�) represented the 
probability of a particular term ��  within a topic !.  Lastly, 
�(�� = !|�)  represented the probability of a word being 
generated from topic ! within a document �. 

LDA has been described to be a bag of words model, 
implying that the word order within the document does not 
count or affect the document representation. Therefore, this 
means that all unimportant words and rare terms like stop 
words should be removed from the text corpus to avoid the 
model from overcompensating for every frequent term and 
word, which again do not contribute to the generation of 
topics. In order to also control the granularity of differences 
that might be included within latent topics, the number of 
latent topics is well-defined in advance [48], [49]. The 
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distribution used to draw the per-document topic distribution 
is known as a Dirichlet distribution, which allocates words of 
a document to different topics, and it took the following form: 

 �()|*⃗) =
,(∑ -�)�

∏ ,(� -�)
 ∏ )�

-�/&
�  (2) 

which is a distribution over probability distributions. After 
training the corpus, each respective document had a 
distribution of overall topics, and each topic had a distribution 
over all the terms.  

There are several ways of implementing LDA, but in this 
research, we utilized the learning algorithm that is based on 
Gibbs sampling [50], [51], which works as follows: The 
model first initializes by assigning every word/ term in the 
document to a random topic. Iterations are then performed on 
every word, un-assigning its current topic, decrements the 
topic count corpus wide and then reassigns the word to a new 
topic based on the local probability of the topic assigned to 
the current document, and global (corpus wide) probability of 
the work assigned to the current topic. These multiple 
iterations over the word �� in document ��, will sample a new 
topic ! based on the distribution represented in Equation (1), 
and this will continue until the LDA model parameters 
converge. This process was represented as Equation (3). 

 �(�� = !|�� , �� , �/�) ∝
12�3

45 6 7

∑ 123
45 6 872

 
19�3

:5 6 -

∑  19�3
:5 6 ;-<

 (3) 

where =8;  sustained the computation of all topic-word 
assignments while =>;  maintained a count of all the 
document-topic assignments. �/� symbolized all assignments 
for topic word and document topic excluding the current topic 
��  for term �� . Then the symbols *  and ?  represented a 
smoothing parameter that ensured that the probability never 
got to 0. The posterior probabilities in Equation (1) were 
estimated using the following expressions.  

 �(��|�� = !) =
12�3

45 6 7

∑ 123
45 6 872

 (4) 

 �(�� = !|��) =
19�3

:5 6 -

∑  19�3
:5 6 ;-<

 (5) 

After that, to establish the topical similarity between two 
research paper @  and �  over their vector coefficients, we 
utilized an adapted form of the cosine similarity shown below: 

 ABC'�@DE�F(G,H) =
I[G]LLLLLLLLL⃗  .I[H]LLLLLLLLL⃗

||I[G]||LLLLLLLLLLLLLLL⃗  ||I[H]||LLLLLLLLLLLLLLL⃗
 (6) 

To identify topics in our dataset, we created a corpus from 
research papers that were detected as outliers. The 
preprocessing chain followed with cleaning and transforming 
the text into a document term matrix (DTM) which had terms 
with a frequency greater than ten (>10). We loaded the topic 
models’ package in the R programming environment to 
compute the topic probability distribution over the entire 
vocabulary, and the five most likely topics in each title were 
inferred. 

Algorithm 1., assimilated from Ahmed and Fuge [33], was 
utilized to identify the outliers and rank bisociative topics 
found within the outliers. Let ℐ  be a set of all N  research 
paper documents from �1 &�2 domains. Let PQ  represent 

outliers for domain � . Let 
  be a data frame N  X A  
representing a document topic matrix, such that a row ' 
represents the 'RS document’s A dimensional topic proportion 
vector. For topic � in domain �: Topic bisociation score 

 (�, �) =
∑  T3,23 ∈ U9

∑  T�,2� ∈ ℐ
  (7) 

We further utilized five classifiers, namely: Support vector 
machines, Naïve Bayes, Neural Network, Random Forest, and 
Logistic Boosting, to help us identify the outliers within the 
dataset. 
 
Algorithm 1: OrderBisociativeTopicsThroughRanking 

 
Input:  A group of domains V 
 A group of ideas ℐ  
 A Vector �ℐ of which domain � ∈ V each idea ' ∈  ℐ 
belongs to  
 A domain query W ∈ V 
Output: ranked list of bisociated topic scores w.r.t W 
1 topics, 
 ← IDEASVECTORIZED (ℐ)  
2 ∅ ← FINDOUTLIERS (
, �ℐ)      
3 topicalScores =  ∑  
$,R$ ∈ Z9

∑  
�,R� ∈ ℐ⁄  
4 return topics.rankedBy(topicalScores) 
5   
6 def IDEASVECTORIZED (ℐ): 
7           topics, X = executeTopicModelingLDA (ℐ) 
8           return topics, 
 
9 def DETECTOUTLIERS(
, �ℐ)      
10           classifier = trainDomainClassifier (
, �ℐ)      
11           \]^_Q��R_Q = 

classifier.predictProbabilitiesInDomains (
) 
12           outliers ←  ∅ 
13           for i ∈ 
 do 
14                     �R^`_  ←  �ℐ[i] 
15                     �]^_Q��R_Q  ← argmax,Q∈V  V]^_Q��R_Q [i, d] 
16                     If �R^`_ ≠  �]^_Q��R_Q then 

17                               Bb�D'cde ← Bb�D'cde ∪ i 
18           return outliers 

 

F. BisoNets Generation  

A BisoNet (Bisociation Network) is a graphical 
representation of the bisociative relationships that exist 
between unrelated domains. This graph structure was 
represented as follows:  

Let g represent the vertices of a graph (information units), 
and h represent the edges of the graph (relationships between 
the information units). Let i represent the label on each node 
and j the weight between the vertices.  

 k = (g&, … , gl , h, i, j)  (8) 

Therefore, a BisoNet is a graphical representation of 
bisociation between unrelated domains with attributes greater 
than two partitions, m ≥ 2 . Unlike BisoNets created from 
document terms, it is possible to have vertices generated from 
topics, with edges representing how strong one topic is from 
another. BisoNets in this research were then generated from 
the topics. Fig. 3 displays a BisoNet generated from our 
dataset.  
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Fig. 3  BisoNet developed from two habitually unrelated domains 

 

G. Recommendations Between Bisociated Domains 

Once two previously unrelated and unconnected domains 
are connected together using BisoNets, it becomes possible to 
exploit this newly discovered association (Bisociation) to 
recommend the domains. Let o^ represent an item or concept 
from one domain labeled �&that is qualified (among concepts 
that make the problem 	) to be sent as a recommendation to 
another completely unrelated and unconnected domain �p . 

For this item to be qualified as a novel and serendipitous 
recommendation, then it must meet the following 
requirements: (i) The concept item to be recommended must 
be a bridging concept between two unrelated domains, such 
that the concept  �� ∈ 	 . (ii) The concept must be a 
BiSOLinker such that  �� ∈ (�& ∩ �p) . (iii) The concept 
must be selected from novel items and concepts in the 
originating domain [52]. (iv) The recommended concept 
should not be recommended to its domain of origin. 

III. RESULTS AND DISCUSSIONS 

A. Bisociation Methodology 

To address the problem of overspecialization in RPRS, we 
proposed a bisociation model that linked two unrelated 
domains using bridging concepts that formed a common 
problem between the two unrelated domains. Research paper 
titles were decomposed into terms (vertices), which again 
were analyzed to express what topic they represented. Weight 
between concepts (vertices) represented how related two 

concepts were, illustrating the concept of bisociation through 
graphs. Further, outliers were extracted from the two 
unrelated domains, and topics that could act as links to the 
unrelated domains were identified. We demonstrated how to 
bridge and link two unrelated domains to provide possibilities 
of cross-domain serendipitous recommendations. The 
developed model was represented as a BisoNets-enabled 
recommendation model.  

B. BisoNet Node Formation and Linking 

BisoNet vertices represented concepts that were generated 
from decomposing research paper titles. These concepts 
usually range from one word to n-gram term/concept, 
depending upon the investigation's nature. In this research, 
text mining techniques were utilized to preprocess the dataset. 
Similarity measurements between vertices denoted the 
existence of relationships, and higher weights signified the 
certainty of an existing strong relationship, whereas lower 
weights inferred the presence of weak or no relationship. 

C. Outlier Identification and BiSOLinker Construction  

Machine learning classifiers were used to distinguish 
between labels in our dataset. All the research paper titles that 
were consistently misclassified as belonging to another 
domain were identified to be outliers and possible bridging 
concepts. The overall accuracy of all the machine learning 
algorithms except for Naïve Bayes algorithm was relatively 
good, ranging between 96.30% to 99.49%, see Table 1.  
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TABLE I 
ALGORITHMS UTILIZED TO IDENTIFY OUTLIERS – MISCLASSIFIED TITLES 

 
The poorest machine learning algorithm was the Naïve 

Bayes classifier that attained an accuracy of 56.19 %, 
evidencing that it was unsuitable to be used in identifying 
outliers present in the dataset.  

We, therefore, remained with four classifiers for the 
experiment, and the range in accuracy between the highest 
and lowest values attained was 3.19%, which indicated that 
most algorithms had a good classification accuracy, and as a 
result, the outliers identified by the classifiers were of high 
quality. The best performing algorithm in terms of accuracy 
was Logit Boost algorithm having an accuracy of 99.49% and 
wrongly misclassified 8 research paper titles. Random Forest 
closely followed this, then SVM, and finally, Neural Network. 
The SVM classifier took the longest computational time of 
approximately 30 minutes, whereas Neural Network took the 
shortest time of approximately 5 seconds, hence implying that 
different classifiers have different computational performance 
characteristics with textual data. For that reason, classifiers 
should be selected for experimentations depending on what is 
being investigated. Figure 4. displays a comparison of all the 
accuracies that were obtained from the classifiers. The Naïve 
Bayes performed dismally, and hence it could not be utilized 
for outlier detection. 
 

 
Fig. 4  Accuracy of outlier detection classifiers 

D. Topic Modeling in Outliers (BiSOLinkers) of Bisociated 
Domains  

The LDA algorithm was able to infer the five most likely 
topics in each research paper title in our dataset. We then 
concatenated these topics to have a pseudo-name 
representation for each topic, and they can be utilized to query 
either domain for serendipitous recommendations to the 
contrasting domain. The term-topic probability distribution of 

each title was later sorted in decreasing topic proportion 
within the entire collection, revealing the relevant topics 
common within the two domains, Fig. 5. Finally, we counted 
how often a topic appeared as a primary topic within a 
document, Fig. 6., depicting how significant topics within 
both domains were. Algorithm 1 effectively executed the 
process of identifying and ranking relevant topics that were 
found within outliers.  
 

 
Fig. 5 Topic proportion in decreasing order 

 

 
Fig. 6  How often a topic appears as a primary topic within a document 

E. BisoNet Generation 

BisoNets were generated with an algorithm assimilated 
from Ahmed and Fuge [33]. This BisoNet revealed how 
concepts were related to one another and how concepts from 
other domains were related strongly to concepts in another 
unrelated domain. Fig. 6 reveals vertices (concepts) of 
different sizes and different colored edges (relations). The 
size of the vertex was determined by the frequency of a topic 
within the domain. Orange links (edges) from one concept to 
another depicted very strong relations, whereas gray links 
depicted very low or no significant relation between concepts. 
The BisoNet graph was constructed from a triple data frame 
that encoded the source topic, target topic, and relationship 
weight as an edge, as in Table 2. 

TABLE II 
A SAMPLE TRIPLE USED TO CREATE A BISONET 

 From To Significance Relationship 

52 serum Magnesium 47.64756 Strong 
104 Levels Cerebrospinal 6.686601 Weak 
22 Serum Cerebrospinal 54.593673 Strong 

812 Potassium Plasma 4.269386 Weak 
96 Rats Phosphorus 3.956897 Weak 

154 Levels excretion 3.688140 Weak 

Algorithm Accuracy Time 
Titles 

misclassified 

SVM 98.88% 26.90947 min 28 
Naïve Bayes  56.19% 10.10075 sec 367 
Logits Boost 99.49% 54.86728 sec  8 
Random 

Forest 
99.17% 43.79682 sec 8 

Neural 

Network 
96.30% 5.33358 sec 36 

127



To fully construct the BisoNet, the following R 
programming packages were utilized: tm package for text 
processing and the igraph package for constructing network 
visualization representation - BisoNet. On Fig. 7., concepts 

such as serum, calcium, potassium, phosphorus, and effects 
had very strong relationships which were utilized for cross-
domain (magnesium domain to migraine domain) 
recommendations.  

 
Fig. 7  A BisoNet displaying how concepts are related between two unrelated domains 

 

IV. CONCLUSIONS  

Bisociation was utilized in this research to address the 
overspecialization problem when recommendations were 
suggested from domains considered completely unrelated. 
Machine learning algorithms were utilized to retrieve outliers, 
which in turn provided links to the unrelated domains through 
the presence of BiSOLinkers. Concepts found between the 
unrelated domains were utilized to create graphical network 
representations known as BisoNets. Through these networks, 
it was demonstrated that recommendations were going to be 
sent across the unrelated domains through BiSOLinkers, 
resulting in serendipitous articles recommended across the 
domains. Topic modeling guaranteed that relevant concepts 
and terms were utilized in the process of recommending titles. 
Therefore, we have demonstrated that the problem of 
overspecialization can be addressed by combining 
bisociation, topic modelling, and text mining techniques, 
resulting in serendipitous recommendations as illustrated and 
summarized in Figure 8. 

 
Fig. 8  Summary of major steps in recommending serendipitous items through 
BiSOLinkers 
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