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Abstract— Sugarcane is one of the plantation commodities in Indonesia which has a big potential. Sugarcane growth consists of 4 phases 

that happen in a year. In the Grand Growth phase, sugarcane needs an appropriate condition to grow well and enter the next phase. 

The factors that affect sugarcane’s Grand Growth phase are water, temperature, and sunlight. Rainfall is one of the sugarcane water 

sources needed, but the rainfall intensity is different, and the rainfall distribution is uneven every year. The uneven rainfall caused 

water stress in a sugarcane plantation. That is why it is necessary to identify the water content in sugarcane plantations to maintain the 

quality of sugarcane. This study predicted the water content of sugarcane plantations so the areas indicated with water stress can be 

anticipated. Raster data are collected from Landsat-8 satellite imagery and analyzed using one of the data-driven exploration analysis 

methods, PCA (Principal Component Analysis), to analyze the overlay of the Landsat 8 imageries of the sugarcane plantation area. 

After that, the raster data were processed to calculate the water index of the sugarcane plantation, known as NDWI (Normalized 

Different Water Index). NDWI values of the sugarcane plantation area are converted into an array and then become data input for the 

Self-Organizing Map Regressor algorithm to predict the water content of the sugarcane plantation. The results are predicted water 

index values for the sugarcane plantation with 72% accuracy. 
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I. INTRODUCTION

With the rapidly developing computing technology, data-

driven machine learning methods have become increasingly 

popular in the last decade in all fields related to data and 
modeling, including plantations. A model with a data-driven 

approach is based on the observed relationship between input 

and output variables. With a variety of learning algorithms, 

the data-driven approach provides a flexible way to model 

natural phenomena such as water stress. A data-driven 

approach is suitable for use where: 1) current human insights 

into the process are insufficient to provide an explicit 

modeling strategy, or 2) physical modeling is too challenging 

due to complex target processes [1].  

Sugarcane is a commodity that plays a vital role in the 

economy of Indonesia. Indonesia's average sugarcane 
plantation area from 2015 to 2018 was 400,000 hectares [2]. 

This makes sugarcane a source of income for thousands of 

farmers in the Indonesian plantation industry. Sugarcane is 

also a relatively cheap source of calories for the people of 

Indonesia.  

Sugarcane plantations in Indonesia are divided into large 

plantations and smallholder plantations according to their 

concessions. Large plantations consist of large state 

plantations and large private plantations. In Indonesia, the 

most massive sugar production is produced by smallholders, 
with a percentage of 55%[2]. 

Fig. 1  Sugarcane plantation area in Indonesia 2015 - 2018 
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Figure 1 shows the sugarcane plantation area in Indonesia 

from 2015 to 2018. In 2015, the area reached 455,820 hectares. 

In 2016, there were 447,350 hectares of sugarcane plantation. 

In 2017, the area of sugarcane plantations was 420,150 

hectares wide, and in the following year, in 2018, the area 

reached 415,660 hectares. The chart shows that the average 

area of sugarcane plantations in Indonesia between 2015 and 

2018 is 434,745 hectares.  

Sugarcane has four growth phases: Crop Establishment, 

Tillering, Grand Growth, and Maturity & Ripening. In the 

Crop Establishment phase, sugarcane plants are still in the 
form of seeds taken from sugarcane stalks with 2-3 buds that 

have not yet grown. In Tillering phase, the leaves begin to 

bloom, and new roots emerge from the base of the shoot. In 

the Grand Growth phase, leaf crowns begin to appear, roots 

begin to develop, and the plant grows 3-4 stems per month. 

This phase is followed by the Maturity and Ripening phase, 

where the sugarcane stalks begin to fill the growth of new 

leaves and internodes slow down. 

 

 
Fig. 2  Sugarcane growth phase 

Figure 2 shows the sugarcane growth phase followed by 

the duration of each phase [3]. The Crop Establishment phase 

takes place for 3 until 35 days. The second phase is Tillering 

phase which occurs from the 35th days after planting until the 

3rd month. The Grand Growth phase happens from the 3rd 

month after planting until the 9th month. After 9 months, the 

sugarcane plant enters Maturity and Ripening phase that can 

occur 

In the Grand Growth phase, sugarcane requires more water 

than in other phases for stem elongation and sugar production 
[4]. Rain is one of the water sources for sugarcane, but rainfall 

has a varying amount and distribution every year, so we need 

a way to anticipate fluctuating rainfall. One way is to make 

irrigation channels [5]. Irrigation channels should be installed 

in plantation areas that have the potential to experience water 

stress. Predictions can be made using data-driven analysis to 

find out the potential areas. 

Data-driven exploratory analysis is a data-driven analysis 

that uses large amounts of data and aims to gain insight and 

examine further data by identifying patterns in the data [6], 

[7]. This analytical method has been popularly used in the last 

decade to investigate phenomena in various fields using 
various kinds of datasets. To predict water stress using data-

driven analysis, we can use raster data.  

Raster data is a data model in geographic information 

systems to describe and represent aspects of the real world to 

a computer [8]. A raster data model consists of a collection of 

rows and columns containing pixels of the same size and 

linked together. The raster data model is also known as a grid-

based system. The raster data model averages all the values in 

a pixel to produce a single value. The larger the area 

represented by a pixel, the less accurate the data. The extent 

of the area represented by a pixel determines the spatial 

resolution of the original raster model. The resolution is 

determined by the size of one side of the pixel. For example, 

a raster model with pixels representing 100 meters (10 m x 10 

m) in the real world can be said to have a spatial resolution of 

10 m [8]. The raster data model's advantage is the technology 

needed to make raster images affordable and can be found 

anywhere, for example, in digital cameras and cellphone 

cameras. Several major satellites also continuously transmit 

the latest raster graphics to scientific facilities worldwide, and 

some of these facilities make available images from these 
satellites free of charge. Another advantage is that raster 

images have a simple data structure. 

Each pixel has a value that describes a spatial 

phenomenon's characteristics in a location according to its 

rows and columns. The value can be decimal or floating-point 

and was processed for data-based analysis and become the 

basis for predicting water stress in sugarcane plantations. 

The emergence of big data has caused the development of 

artificial neural networks (ANN) as a tool for classification 

and regression. The model used varies depending on the work 

performed and the available data. The types of ANN currently 
popular in remote imaging research are feed-forward neural 

networks and convolutional neural networks. Both types of 

ANN require a large amount of training data. There are 

conditions where the reference data (ground truth) is limited 

to applications because the acquisition takes a long time and 

costs a lot. Data reference limitations can be on the amount, 

accuracy, and quality, so machine learning approaches that 

rely on large amounts of training data are often not applicable. 

SOM is a type of ANN that can address limited reference 

datasets [9].  

Self-Organizing Map or SOM is an artificial neural 
network that can process datasets with few references, such as 

raster data. SOM was founded by Teuvo Kohonen in 1982 and 

came into wide use in 1990. Kohonen described SOM as “an 

analysis and visualization tool for high-dimensional data”. 

SOM has a characteristic similar to the human brain [10]. 

An ANN architecture SOM consists of two connected 

layers: the input layer and the two-dimensional grid output 

layer. Neurons on the output layer are interconnected to each 

other using a neighborhood relationship. This attribute of 

SOM lowers the overfitting of the training data, and the 2D 

output layer visualizes the SOM completely. The SOM 

algorithm is an unsupervised learning method. In other words, 
it is an algorithm that learns without guidance [9]. The 

advantage of the Self-Organizing Map algorithm is that it is 

easy to implement and can solve nonlinear problems with 

very high complexity. Another advantage is that this 

algorithm can handle missing data, small data dimensions, 

and large sample or input data sizes [11].  

SOM is popularly used for clustering, classification, data 

mining, and prediction [12]–[15] but there are also many 

studies which applied SOM for regression with raster data [9], 

[16], [17]. SOM performance in regression is better than 

supervised learning methods and other modeling methods 
[18], [19]. This research aims to analyze raster data using 

data-driven exploratory analysis and then use the SOM 

algorithm to predict the water stress of land in sugarcane 

plantations. 

1967



II. MATERIALS AND METHOD 

A. Data 

The data used in this study were obtained from Landsat-8 

satellite imagery, downloaded from the USGS EarthExplorer 

page (URL: earthexplorer.usgs.gov). Landsat-8 imagery 

consists of 11 bands. For this research, the bands used from 

each image are band 5 and band 6, so that there are eight 

imageries in total. 
 

 
Fig. 3  Example of raster data from Landsat-8 satellite imagery 

Figure 3 shows downloaded raster data from USGS 

EarthExplorer page. The data downloaded consists of 4 

periods: October 5th, 2018, November 22nd, 2018, December 

8th, 2018, and February 10th, 2019. The download results are 

in the form of 4 images, each of which consists of 11 bands. 
The eight imageries are raster data converted into arrays. The 

raster data then goes through the Clipping stage to be adjusted 

to the research location, one of the sugar cane plantation areas 

in Kediri, East Java. East Java is one of the sugarcane 

production centers in Indonesia. 

 

 
Fig. 4  The amount of sugar production in East Java, Indonesia 

Figure 4 shows sugar production in East Java from 2015 to 

2018. In 2015, the total sugar production in East Java reached 

1.2 million tons. In 2016, the amount of sugar produced in 

East Java was 1.04 million tons. In 2017, there are 1.02 

million tons produced in East Java, and in the following year, 
there are 1.03 million tons of sugar produced in East Java. We 

can see East Java's average sugar production is 1,07 million 

tons per year from the chart. 

B. Self-Organizing Map 

The SOM algorithm concept provides many classification 

resources (often referred to as neurons) organized based on 

the available classification patterns (also known as input 

patterns). Parts of the SOM can be activated with certain types 
of input patterns. The SOM is trained iteratively using a large 

number of epochs. Epoch is the processing of all input 

patterns once. Each input pattern was processed as many as 

the number of epochs [10]. SOM calculates the distance of 

each input data with each neuron. After that, the neuron with 

the closest distance to the input data is selected. The neuron is 

called the winning neuron, and then the input data is mapped 

to the winning neuron. Furthermore, the neuron was moved 

towards the position of the input pattern. This movement 

distance is controlled by a parameter known as the learning 

rate. It is necessary to correct the position of the winning 

neuron and the position of the surrounding neurons to 

maintain neuron connections in the output area [10]. The steps 

of SOM are described in detail as follows. 

SOM has two stages. The first stage is training. A SOM 

map was generated from the input data at this stage. The 

second stage is the classification of the SOM map that has 
been made. There are three stages in the SOM training process: 

initialization, matching, and updating. At the initialization 

stage, the size of the grid is determined, which become the 

two-dimensional SOM map. Then we determine the weight 

vector for each neuron in the output layer. Next is to 

determine the learning rate and the number of iterations. 

Learning rate controlled the value of changes in the weight 

vector. The learning rate value ranges from 0 to 1. The 

learning rate value decreased as the iteration progresses. The 

learning rate value was determined randomly [11]. The 

number of iterations is also determined randomly, but to 
improve the accuracy of the SOM map, the number of 

iterations should be at least 500 times the number of neurons 

in the output layer [20]. The radius of the neighborhood is also 

determined to determine the area of the neighborhood. After 

that we enter the matching stage. 

 

 
Fig. 5  The visualization of SOM unsupervised training. 

Figure 5 shows visualization of matching stage and 

updating stage in SOM training. At matching stage, one input 

data is taken randomly, then the value of the data is used to 

calculate the distance between the input data and each neuron 

in the output layer. How to calculate the distance is by using 

the Euclidean distance formula, which can be seen in 

Equation 1, where � is the input data vector and �� is the 

weight of the input vector. 

 ����� =  ‖� ��� − �����‖ = ∑ ��� � −  �� ��������      � = 1, 2, … . . , � (1) 

 

After the matching stage is complete, the winning neuron 

or neuron that has the smallest distance is determined from 

the input data. The winning neuron is denoted by � and is 

determined by the formula in Equation 2. 

 ���� =   arg min
�

$‖� ��� −  �����‖% (2) 

The winning neuron then moves closer to the input data. 
The next stage is the renewal stage, where the neuron weight 

vector is updated. The neuron weight vector is updated with 

Equation 3, where � is the discrete-time coordinate. 

 ���� + 1� =  ����� +  '���(� ��� − �����) (3) 
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It is necessary to consider the neighboring neuron 

information from the winning neurons to maintain the 

topological attributes of the input data in the output layer. The 

weight adaptation rate decreased in each iteration based on the 

neighborhood function ℎ�, (t), where � is the index of 

neighboring neurons. The recommended neighborhood 

function to use is the Gaussian function as in Equation 4. 

 ℎ+,���� = exp ,− -./0
�10���2 (4) 

 

where �+��  is the distance between the winning neuron � and 

the neighboring neuron �, and 3�  (�) is the neighborhood 

radius in the iteration �. After determining the neighbors of 
the winning neurons, the vector weights of the neighboring 

neurons are updated to Equation 5. 

 ���� + 1� =  ����� +  '����ℎ+,�(� ��� −  �����) (5) 

 

The second and third stages are repeated until the weight 

vector is similar to the input data or until it reaches the 

maximum number of iterations. The stages of the SOM 

training can be summarized into the following steps: 1) Create 

a SOM map; 2) Initialization of weight vector value from 

SOM map, learning rate, number of iterations, and 

neighborhood radius; 3) Select one input data; 4) Select the 

winning neuron by selecting the neuron with the closest 

distance to the input data; 5) Update the winning neuron 
weight and surrounding neurons; 6) Repeat steps 2-5 until the 

weight vector is similar to the input data. The visualization of 

SOM training can be seen in Figure 5. 

The evaluation uses five parameters: Mean Absolute Error 

(MAE), Mean Squared Error (MSE), Root Mean Squared 

Error (RMSE), R2, and Explained Variance Score. MAE and 

RMSE have been widely used in recommendation systems to 

assess the difference between the predicted results and the 

original value[21]. MAE is the average value of the number 

of errors in the prediction results of the SOM input data. The 

smaller the MAE value, the more similar the prediction results 
were with the input data, so is the RMSE value. The smaller 

the RMSE value, the more accurate the prediction results are 

[22]. The MSE value is used to show the best performance of 

the modelling to produce predictions. The R2 value shows the 

correlation between the original data and the predicted results 

[23]. EVS determines the ratio between the number of data 

errors and the number of correct data. 

C. SOM Regressor 

SOM Regressor is a semi-supervised SOM method, 
combining unsupervised SOM and supervised SOM [24]. The 

unsupervised SOM section is applied first to the raster data. 

Then the supervised SOM section is applied afterward to the 

unsupervised SOM training data where there is less amount 

of data. Sample weights are applied to add weights to labeled 

data to be greater than unlabeled data. Class weighting only 

improved the SOM Regressor's performance if the labeled 

data is unbalanced in different classes. 

Figure 6 shows the steps of semi-supervised SOM. First, 

the unsupervised SOM is applied, then the trained 

unsupervised SOM becomes data input for the supervised 
phase. The dimensions of weight and the training process of 

the two SOM methods above are different. The weights in the 

unsupervised SOM are on the same dimensions as the input 

data. By adapting these weights, the BMU changed for each 

data point. In contrast, the supervised SOM weight has the 

same dimensions as the regression target variable. The 

weights of the supervised SOM are one-dimensional and 

contain a continuous number. In other words, the 

unsupervised SOM is used to find BMU for each data point, 

while the supervised SOM links the selected BMU to a 

particular estimation. 

 
Fig. 6  Flowchart of semi-supervised SOM 

D. Data-driven Exploratory Analysis 

This study used data-driven exploratory analysis to see 
water content changes in the sugarcane plantation. Each pixel 

in collected raster data has a value that was processed to 

NDWI. NDWI values in each pixel was processed with 

Principal Component Analysis (PCA). PCA is a method for 

deriving dimensional data sets. According to Verbeeck et al., 

PCA can help reveal the dataset's structure, which is difficult 

to observe on high-dimensional datasets [25]. PCA describes 

a dataset with many variables that summarized the dataset's 

features [26] while maintaining good variation [25]. PCA is 

also used to explore similarities and hidden patterns [27] and 

detect changes in a dataset [28]. PCA has been applied in a 
wide range of applications in various fields ranging from 

biochemistry [29], tourism [30], geology [31], image 

processing [32], environment [33], and marine engineering 

[34]. PCA has been used to process raster data, as in the 

following studies [35], [36], [37].  

Generally, PCA has six stages [38]. The first stage is the 

standardization of values in the input data. The purpose of this 

stage is so that the variables in the data can contribute equally. 

The second stage is to build a covariance matrix to determine 

the correlation or relationship between the variables in the 

input data. The next step is to calculate the eigenvalues where 

and eigenvector for each eigenvalue that was used to 
determine the main component. 

Furthermore, the eigenvectors were sorted based on the 

highest eigenvalues to the lowest eigenvalues. The 
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eigenvector that has the highest eigenvalue was the 

eigenvector of the first principal component, and so on until 

the eigenvector that belongs to the lowest eigenvalue. We 

measure the amount of information possessed by one main 

component by determining the level of contribution. To get 

the level of contribution, we divide the eigenvalue of one 

principal component by the sum of all eigenvalues. The next 

step is to create a projection matrix or feature vector to 

determine the main components to be used. The feature vector 

is the result of dimensional degradation. For example, if we 

only want to use two eigenvectors on 3-dimensional data, the 
data dimension changed to 2. However, if the initial purpose 

of using PCA is to describe data with new variables without 

reducing the dimensions, it is better to use all existing 

eigenvectors. The last stage is to re-orient the original data to 

the data represented by the principal components by 

multiplying the original data transpose by the feature vector 

transpose. 

This study used PCA to analyze water content in 4 data 

acquisition periods. We use NDWI or Normalized Different 

Water Index to determine the water content in the sugarcane 

plantation area. NDWI is an index used for remote sensing of 
water content in green vegetation from outer space. NDWI is 

obtained by processing the near-infrared (NIR) and shortwave 

infrared (SWIR) channels in Landsat 8 satellite imagery. 

NDWI helps determine which plantation areas have water 

bodies and which areas are dry. The reflection of SWIR light 

reflects changes in moisture content in vegetation and 

mesophyll structure in the vegetation canopy, while the 

reflection of NIR light is influenced by the leaves' internal 

structure and the degree of leaf dryness, not by the moisture 

content. The combination of NIR and SWIR channels 

eliminates variations caused by the internal structure of the 
leaves and the degree of leaf dryness, thereby increasing the 

accuracy in obtaining vegetation moisture [39]. The formula 

for obtaining NDWI is in Equation 9. 

NDWI values range from -1 to 1, with an NDWI value 

above 0 indicating water level, while a value of 0 to less than 

or equal to 0 indicates a non-water surface [40]. The NDWI 

value that has been obtained is then analyzed using PCA. 

Figure 7 shows the steps taken in this research. 

 

 
Fig. 7  Flowchart of the research method 

III. RESULTS AND DISCUSSION 

This study conducted a data-driven analysis to determine 
water content changes in the sugarcane plantation area based 

on water index data from 4 data acquisition periods using 

PCA. The raster data is adjusted to the sugarcane plantation 

area and then processed with Equation 8 to determine the 

NDWI value of each image pixel. 

 

 
Fig. 8  Visualization of water content in sugarcane plantations before 

applying PCA 

Figure 8 shows the classification of NDWI values. There 

are six classes that represent water content in sugarcane 

plantation: 1) Dry, 2) Low, 3) Medium Low, 4) Medium, 5) 
Medium High, 6) High. Before applying PCA, the highest 

value of NDWI in the sugarcane plantation is 0.35, and the 

lowest value is -0.43. NDWI values within the range -0.43 to 

-0.06 means no plants contain water or dry. NDWI values 

within the range -0.05 to 0.01 means low level of water. 

NDWI values within the range 0.02 to 0.1 shows that the area 

has medium to low level of water. NDWI values within the 

range 0.11 to 0.18 shows medium level of water content. 

NDWI values within the range 0.19 to 0.27 means the area 

has medium to high water level, and NDWI values within the 

range 0.28 to 0.35 show that the area has a high level of water 

content. 
 The NDWI value of the four images is then processed 

using PCA using the formula in Equations 5, 6, and 7 to 

determine the water content in the four image acquisition 

periods. The results of NDWI processing from raster data 

using PCA can be seen in Figure 8. These images are the 

Principal Components (PC) of water content in sugarcane 

plantation. 

 

 

 

 

 
Fig. 9  4 PCs with their own NDWI class 
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In Figure 9, four images represent 4 PCs generated by PCA. 

In Figure 8a, the maximum value of the NDWI index for the 

period October 5th, 2018, was 0.32. In Figure 8b, the 

maximum value of the NDWI index for the period November 

22nd, 2018, was 0.23. In Figure 8c, the maximum value for 

the NDWI index on December 8th, 2018, was 0.13, and in 

Figure 8d, the maximum value for the NDWI index on 

February 10th, 2019, was 0.07. After that, the classification is 

carried out based on the image's color representing the NDWI 

value. The red color shows an NDWI value of less than 0, 

which indicates that it is not a water body. The blue color 
indicates an NDWI value of more than 0, indicating a body of 

water.  

In Figure 9a, it can be seen that the red blocks are more 

dominant than the red blocks. This may be due to the 

sugarcane plant being still in the Tillering phase, where the 

water is not the main supporting factor so that the water 

content in the sugarcane vegetation is not too high. In Figure 

9b and 9c, it can be seen that the blue block dominates. This 

may be due to the sugarcane plant having entered the Grand 

Growth phase, where water is the main requirement so the 

water content in sugarcane plantations is relatively high. Then 
in Figure 9d, it can be seen that the red blocks fill the image 

again. This may be due to the sugarcane plant that has entered 

the Maturity and Ripening phase, where water content is not 

the main supporting factor in that phase. The NDWI index 

from the four image acquisition periods is combined to 

become input data in predicting water content in the 

sugarcane plantation area. 

Prediction of water content in the sugarcane plantation area 

uses the SOM algorithm with Equations 1, 2, 3, 4, and 5. After 

predicting water content, the evaluation results are performed 

using the five previously mentioned parameters. 
 

 
Fig. 10  SOM prediction visualization 

Figure 10 shows the resulting SOM map. The map consists 

of 30 rows and 30 columns representing the predicted water 

index, with the value less than 0.10 in yellow color and the 
value more than 0.10 in blue shade. This research used cross-

validation method to verified the accuracy of the modelling 

process in training stage [41]. The cross-validation method 

used is the 10-fold cross-validation method. The method 

divides the dataset into ten parts, and each part has one subset 

that is used as validation data and nine other subsets as 

training data. This 10-fold cross-validation method calculated 

the accuracy of each part (fold) to produce ten accuracy values 

[42]. The accuracy of this modeling is 72%. This figure is 

obtained from the average of 10 accuracy values in the second 

row generated by the 10-fold cross-validation method. 

The MAE, RMSE, and MSE values that appear for the 
prediction results are 0.019, 0.025 and 0.00643. These values 

show that the prediction is accurate with low average of errors. 

Also, the test results show an R2 value of 79.2% and an EVS 

value of 0.62. Both of those values show that the correlation 

between the original data and prediction result is positive with 

low amount of error data. 
 

 
Fig. 11  The distribution of the NDWI value, which indicates the prediction 

of water content in the sugarcane plantation area 

Figure 11 shows the distribution of NDWI in the prediction 

results where the index is dominated by a value of more than 

0, which is the area of the water body on a sugarcane 

plantation with a maximum NDWI index predicted to reach 

0.224. 

IV. CONCLUSION 

This study uses raster data from 4 periods to perform a 
data-driven explanatory analysis. The analysis results are used 

to see changes in water content and then become a reference 

for predicting water content in sugarcane plantations. We use 

the NDWI index to determine water content over four image 

acquisition periods, with an NDWI value below 0 indicating 

a non-water body area and an NDWI value above 0 indicating 

the area of a water body. The accuracy of the modeling 

process in the training stage is verified using the cross-

validation method. The modeling results are then tested using 

five parameters: MAE, RMSE, MSE, R2, and EVS, whose 

values indicate that the modeling has worked well with 
accurate results. Other supporting data can be used to increase 

the parameter value, especially the R2 value, such as rainfall 

data.  
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