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Abstract— There are many visually impaired people living their lives throughout the world. As of now, the only realistic tools available 

for these people are white sticks and guide dogs. However, these visual aids are insufficient for handling unexpected obstacles in various 

environments. Accidents tend to occur frequently, and these aids are very costly, thus limiting their usefulness for the visually impaired. 

This paper aims to develop a visual aid cognitive system and explores the possibility of practical performance. The overall system 

configuration uses the Raspberry Pi and OpenCV in real-time to capture braille block images and recognize the braille blocks' pattern. 

It also gathers information about the surrounding environment before conveying the information to the user.  In the first phase, the 

Go/Stop signal is determined by the linear or circular braille block according to the type of braille block. In the second phase, the visual 

aid system equipped with an ultrasonic sensor warns the user when encountering an obstacle so that the user can walk safely. We 

implemented a text recognition system based on a Text-to-Speech converter that transmits the text recognition information to the 

visually impaired and tested TTS function to read various street signs with various fonts. We lastly discuss the future possibility for our 

auxiliary system in various road environments and how it can be improved to help visually impaired people.  
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I. INTRODUCTION

A large number of people deal with blindness worldwide. 

In reality, these visually impaired people must navigate 

through daily life using various aids such as white canes and 

guide dogs [1]. However, these aids are limited in their usage 

to prevent accidents when encountering unexpected obstacles. 
They are also very expensive with limited availability. 

Braille blocks are the most common form of aid for the 

visually impaired [2]. Braille blocks transmit cognitive 

information to the user through the tactile sense [3-5]. There 

are linear and circular types of braille blocks installed in 

Korea, and the installation rate is reported to be about 50.6% 

[6]. Linear braille blocks contain four lines that indicate the 

direction of the pedestrian crossing. On the other hand, 

circular braille blocks indicate the start and endpoints of bus 

stops, overpasses, and stairs. The position of these braille 

blocks is sensed by the touch of the soles or the tip of the cane 
and walks on the road [7].  

The overall system configuration consists of two phases 

which are the visual cognitive part and the text-to-speech part. 

The visual cognitive assistance system implemented in this 

paper is implemented through OpenCV based on Raspberry 

Pi. In the first phase, the Go/Stop signal is determined by the 

linear or circular braille block according to the type of braille 

block. In the second phase, the visual aid system gives a 

warning to the user when encountering an obstacle so that the 

user can walk safely. We also implemented a text recognition 
system based on TTS (Text-to-Speech) converter that 

transmits the text recognition information to the visually 

impaired. Furthermore, we examined various character types 

to recognize road sign characters on the road and presented a 

possibility that may be applicable to our final development.  

The rest of this paper is organized as follows. In section 2, 

we review the character recognition system and braille block 

recognition systems. Section 3 discusses proposed system 

architecture and experimental results, and Section 4 concludes 

the paper with future works and other possible solutions. 

2527



II. MATERIALS AND METHOD 

A.  Visual Cognitive Assistive System 

People with visual disabilities have difficulty in 

recognizing their surroundings which leads to difficulty in 

walking. The information provided by text may be helpful to 

the visually impaired by applying an auxiliary cognitive 

system. This text information recognition system is developed 

by applying the MSER method [8, 9]. It delivers text 

information of documents or surrounding environment to the 

visually impaired through various text recognition engines 

[10-13]. Table 1 summarizes the various research related to 

the visual aid cognitive system [14-21]. 
As the number of people with visual disabilities increases, 

many systems for the blind is being developed. The braille 

block system using camera-based mobility aid and detection 

of immovable objects and gait-assistance system which 

combines RFID and braille block are examples of systems 

being developed [22-26]. The Braille block system uses 

image processing to collect images by attaching a Raspberry 

Pi camera to a white cane which then recognizes a braille 

block to inform the user with a vibrating motor. Since the 

system only requires a white cane with no additional tools, it 

is easy to use for the visually impaired [27]. Yoshida et al. [28] 
proposed a method for recognizing braille blocks using an 

automated mobile robot navigation device. This method uses 

a CCD camera and a laser fan beam projector as sensors to 

recognize bumps or road surfaces. The pedestrian aid system 

combines preinstalled RFID tags in braille blocks, an antenna 

in the braille block to store information about the current 

position, and a reader which reads the information on the 

white stick used by the user. The advantage of this system is 

that the current location is spoken out loud for the user [29]. 

However, this system has a disadvantage because it requires 

inserting an RFID tag and an antenna in every braille block.  

B. Proposed System Architecture 

The user can use Raspberry Pi [30] to walk safely on braille 

blocks in our implemented work. The system reads the 

surrounding environment and braille blocks in real-time by 

connecting a port to the Raspberry Pi to communicate with 

the Pi camera. It will also inform the user of impending 

dangers using an ultrasonic sensor that is connected to 

Raspberry Pi. The overall system flow diagram shows in 

Figure 1.  

 
Fig. 1 The overall system flow diagram 

TABLE I 

VISUAL AID COGNITIVE SYSTEM RELATED WORKS 

1) H/W Configuration: The braille block cognitive 
assistance system consists of Raspberry Pi, camera module, 

and sensor parts. The user's video taken in real-time while 

walking requires communication between the Raspberry Pi 3 

Module and the Pi camera module. In addition, an ultrasonic 

sensor (HC-SR04) [31] was connected to the Raspberry Pi 3 

Model to communicate safely with the user. The device is 

connected via Bluetooth / Wi-Fi built into the Raspberry Pi 3 

model. Figure 2 shows the configuration of H/W used by the 

user. The system will detect braille blocks, recognize various 

signs, and read-aloud for the user, which will help relieve 

invisible fears. 

 
Fig. 2 The general H/W configuration 

2) S/W Operation: To implement proposed system, 

OpenCV [32] library and Python programming language [33] 

were used. The system takes images of braille blocks in real-

time with the Pi Camera and helps the user walk safely using 

voice guidance when braille blocks are unavailable. TTS 

technology in the cognitive system gives the user Go/Stop 

messages by reading braille blocks and informs the user of the 

right direction when there is not braille blocks available. 
Figure 3 is the S/W configuration of the braille block system.  

 
Fig. 3 S/W configuration for braille block recognition system 

Related 

Work 
Characteristics 

[14] 

The system is designed to help the visually impaired when 

navigating indoor environments. It transmits information 

through vibration sensors. 

[15, 16] 

The system allows the visually impaired to walk indoors 

by measuring the distance of objects from the user by 

analyzing images taken by the camera. 

[17, 18] 

The glasses are equipped with a microscopic camera that 

when the user points towards a specific object, the camera 

recognizes it and gives related information out aloud. 

[19, 20] 
Utilize artificial intelligence (AI) and computer vision 

technology to instantly read text for the visually impaired. 

[21] 
Developed a voice navigation system that can be used to 

navigate by receiving information from the smartphone. 
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III. RESULTS AND DISCUSSION 

This paper aims to develop a cost-effective and practical 

visual aid system. Figure 4 shows a prototype for the 

experiment. The prototype consists of a Raspberry Pi module, 

a Pi camera module, an ultrasonic sensor, an auxiliary battery, 

a TTS speaker (earphone), and a monitor to assist with each 

function. 
 

 
Fig. 4 The experimental H/W system configuration with auxiliary battery and 
earphone for TTS output 

A. Braille Block Extraction 

The most prominent H/W parts of the visual aid are the 

ultrasonic sensors and Pi camera modules. The camera 

module must detect the braille block part of the image 

detected in real-time. The most standard detection method is 

to transform an RGB image into a HSV color model to detect 

a braille block image made in yellow. During the first stage, 

to detect yellow, a mask that extracts an object of a specific 

color according to a range of colors must be created. In the 

second stage, the RGB image is converted to HSV, making it 

easy to classify colors because Hue has pure color information 
with a certain range in the HSV image. Figure 5 shows the 

braille block original image used in this study, yellow color 

detection, and HSV conversion. In Figure 6, pseudo-code 

describes the standard method of converting RGB to HSV. 

 

   
(a) (b) (c) 

Fig. 5 Braille yellow block recognition. (a) tested braille block image          (b) 

extracted yellow area (c) transformed the black and white area. 

 

As a preliminary step for recognizing the pattern of the 

braille block and delivering the type of pattern to the user, the 

shape of the braille block must be detected accurately. The 

Canny Edge algorithm [34, 35] was to detect the boundary of 

the braille block with three criteria: 

 Detection: A low error rate. The algorithms do not 

dismiss occurring image edges. 

 Localization: Well localized edges, being on the same 

position as the occurring edges. 

 Minimal response: One given edge is marked once, and 

image noise does not create false edges.  

Figure 7 shows results for braille block pattern recognition 

with edge detection. Figure 7 - (a) and (b) show linear type 

block shape and its Go signal. Figure 7 - (c) and (d) show 

circular type block shape and its Stop signal. 

 
Fig. 6 Pseudo-code for conversion from RGB to HSV 

B. Obstacle Recognition 

The obstacle detection experiment was done in two parts to 

anticipate when the user walks on a braille block and 

encounters an unexpected obstacle. If there was an obstacle 

on the braille block, the ultrasonic sensor warns the user of an 

obstacle within 50 [cm], and if the braille block is broken, an 

algorithm for expanding the morphology calculation is used 

[36]. There are two morphology operations, erosion, and 

expansion. The erosion operation can darken the pixels in the 
effective area of the mask, removing unwanted noise in the 

image. In contrast to the erosion operation, the expansion we 

used in this study brightens the pixels so that they can fill the 

pixels in the image. 

1) In case of an obstacle on the braille block: Ultrasonic 

sensors are used to detect an obstacle on the braille block. The 

sensor can measure up to 15 degrees up, down, left, right, and 

up to 5 [m] in all directions. The HC-SR04 ultrasonic sensor 

module is usually used for measuring the distance between the 

user and the obstacle. If the distance between the user and the 

obstacle is greater than 50 [cm], the system alerts the user that 

an obstacle exists but is currently “out of range” and a warning 
message was given only when the obstacle was measured to 

be within 50 [cm] of the user.  

2) In case of damaged braille block: When the braille 
block is damaged or no longer detected, the dilation operation 

is used in the morphology calculation. Figure 8 describes the 

morphology expansion in real-time on the road. For exploring 

the morphological operation, a test image has been made by 

an artificial damaged part. Although it was not fully expanded, 

it can be seen that the extent of the expansion is actually less 

than the size of the obstacle. 
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C. Character Recognition 

The optical character recognition function must be tested 

for the system to be properly tested while walking down the 

street. Test results show some fonts in which the capital and 

lowercase letters of English are only partially identified. This 

problem occurs because the recognition rate varies depending 

on the resolution or quality of the image. In this research, we 

applied Microsoft Speech API’s speech-to-text functionality 

to consider efficient aspects [37].

   
(a) (b) 

  
(c) (d) 

Fig. 7  Results for braille block pattern recognition with edge detection. (a) edge image with linear type, (b) detected go signal braille block, (c) edge image with 

circular type,  (d) detected stop signal braille block  

 

  

(a) (b) 

Fig. 8 Morphological operation result for test image in real-time 
 

1)  On various fonts: Although there are various fonts 

used all over the world, this paper tested three fonts from 

Hancom Office Hangul (HY엽서 M, HY목판 L, 양재난초) 

software and Times Roman font from Microsoft Word. Table 

2 shows the experimental results of several font types and 

words, including Times Roman font. In this experiment, we 

used arbitrary word sets. As a result of the test, HY엽서 M 

and Times Roman font showed a better recognition rate 

compared to the other Korean built-in fonts from Hancom 

Office due to odd shaped characters. Figure 9 shows the 

result of experimenting with the letters when the 

background is colored. The red background was chosen 

specifically due to STOP signs having red backgrounds. As a 

result, the system recognized the letters correctly except 

ambiguous I and J letters even when the letters had a different 

background color. 

 

 

Fig. 9 Result with colored background 
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2) On special symbol: In the experiment using the image 

of a real-life building sign, the letters were recognized 

correctly, but the apostrophe symbol was not recognized. 

Various signs were tested, but the system was unable to 

recognize all the letters and symbols. Figure 10 shows the 

result of letter recognition using the image of a building sign 
with an apostrophe symbol. 

 

 
Fig. 10 Result of character recognition using image of a building sign with 

apostrophe symbol 

D. Text-to-Speech Operation 

TTS is a function that scans various signs on 

buildings/sidewalks and then reads them out loud for the user. 

Figure 11 shows a simplified flow block diagram for TTS 

function, recognizes STOP from the input by the camera, 
reads STOP, and informs the user by sound while showing the 

result on the screen. 

 
Fig. 11 The block diagram for text-to-speech process. (a) a test image, (b) 

captured letters on notepad, and (c) speech out with text.txt file 

 

 

TABLE II 

THE RESULT OF OPTICAL CHARACTER RECOGNITION WITH VARIOUS FONT TYPES 

Font Type Character Set Test Result 

HY 엽서 M 1 

  

HY 목판 2 

  

양재난초 3 
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Times_Roman 

   
1,2,3 These indicate some samples of Korean built-in fonts from Hancom Office software. 

IV. CONCLUSION 

This paper proposed a system to aid visually impaired 

people by combining image recognition of braille blocks and 

obstacle recognition. That combines an image with an 

existing braille block in real-time. It also includes TTS 

function in order to read various street signs. There are several 

differences between the proposed system and existing 

assistive devices. First, the Pi camera module enables the 

system to take images in real-time. Second, while the white 

cane must make direct contact with an obstacle, the system 
will sound a warning if there is an obstacle. Third, the system 

informs users of various street signs scanned by the Pi camera 

module by sound. With these features, people with visual 

disabilities will be able to walk more safely. Moreover, 

because they can “read” various street signs while walking, 

they have the advantage of roughly knowing their position. 

However, as a result of testing, letter recognition must be 

improved. 

The end goal is to develop an app that can easily and 

flexibly utilize the Internet of Things (IoT) infrastructure such 

as smart city/traffic/energy at a national level. By studying 
character recognition systems using deep learning, we can 

also improve the quality of wearable assistive aids using IoT-

based road guidance service application technology and 

behavior pattern analysis technology of the visually impaired. 

The design and development of the devices are intended to 

expand the size of the auxiliary equipment market by being 

affordable and easy to use. However, to develop an efficient 

auxiliary system, the system must be reduced to a lighter, 

simpler form. In addition, scenarios such as using stairs and 

pedestrian crossings must also be considered. 
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