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Abstract—Embedded Acoustic Noise Cancellation (ANC) has enjoyed remarkable success in the telecommunication field, and it 

becomes an essential component in various communications applications, such as digital transmission. So, it is an efficient method used 

to enhance the quality of communications against noise phenomena which is a problem in communication systems. This paper 

contributes towards a new non-linear embedded ANC based Artificial Neural Network (ANN) in digital signal processing and 

backpropagation (BP) of the gradient algorithm. This system is usually required for non-linear adaptive processing digital signals. The 

neuronal ANC estimates the noise path and subtracting noise from a received signal by minimizing a cost function. It is the mean square 

error. Thus, also the filter weights are adaptively updated. In this work, we designed and simulated our intelligent embedded ANC 

model with the help of MATLAB\Simulink software. The proposed system was designed by using embedded functions in Simulink. In 

addition, all simulation results are performed and verified using Signal Noise to Ratio (SNR) and Mean Square Error (MSE), number 

of iteration, neuronal architecture, criteria and it has been compared in various scenarios.  Finally, a study and analysis on convergence 

of neuronal ANC based backpropagation of the gradient algorithm demonstrate that our proposed system can effectively improve the 

quality of voice communications against the undesired noise. It also provides faster convergence during the back propagation of the 

gradient. Furthermore, the best values of SNR and MSE show the effectiveness of the proposed model. 
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I. INTRODUCTION

ANC is a system that has been widely applied for various 

purposes, especially in communication systems. It has many 

advantages for eliminating the unwanted acoustic noise that 

affects the quality of voice communications [1]–[3]. At the 

same time, neural networks, digital signal processing and 

embedded systems have become increasingly important in 

many applications such as compression, classification, 

identification, and recognition, and Noise cancellation [4], [5]. 

It is also very widely that acoustic noise cancellation in voice 

communications has used this efficient technology. In this 

case, the recent technology of ANC should use the new 
approaches based on artificial neural networks. 

There have been numerous efforts to develop more 

adaptive approaches to enhance the quality of communication 

[6]–[12]. Wahbi et al. implemented an ANC by using 

adaptive filters in time and frequency domain to remove 

acoustic noise from voice communications [13]–[15]. In each 
module, we implemented and tested the behavior of ANC 

according to the international recommendations. Also, many 

classical systems are developed to have enhanced the quality 

of communications against acoustic noise using adaptive 

filters [16]–[18]. 

Several types of neural networks have been developed. 

Maximilian Strake et al. [19] have introduced a fully 

convolutional recurrent networks for speech enhancement. It 

is able to preserve the local structure of spectral harmonics 

present in the features at its input. In addition, ANC based 

Recurrent Neural Networks are employed for Speech 
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enhancement [20]–[22]. In this paper, we present a new 

algorithm for noise cancellation using non-linear ANN 

approach. We focus our study on the type MLP. In the process 

of building this type of acoustic noise canceller, learning aims 

to adapt the weights of connections between neurons so that 

the network will output the enhanced signal with the same 

form as the desired input. That is to minimize the error of the 

network on all forms of learning base. However, the 

Embedded ANC is developed using a Multi-layer Perception 

(MLP) network, a feedforward neural network trained with 

the backpropagation algorithm. The main scope of this 
approach is the fast convergence during the learning phase. 

II. ANN FOR NOISE CANCELLING

A. ANN Filters for Noise Cancellation

Fig. 1 describes its structure where the desired response is

composed of an original signal plus the noised, which is 

uncorrelated with the signal. The filter input is a sequence of 

a noised signal which is correlated with the noised signal in 

the desired signal. By using the ANN algorithm inside the 
adaptive filter, the error term en produced by this system is 

then the original signal with the noise signal canceled. The 

output signal network to each input signal is directly 

compared with the desired signal and a feedback is given to 

the network to correct possible signal errors. 

Fig. 1 BP ANN filter structure 

B. MLP Network Architecture

1) Description of Artificial Neural Networks: The

interconnection of neurons forms a network. Neurons are 

arranged in layers: an input layer, an output layer, and one or 

more hidden layers between the input and output layers. 
However, the model used in our developed ANC is a Multi-

layer Perception based (MLP) network (Fig. 2). They are 

generally characterized by: 

 One input layer representing inputs which are

transmitted the data to be processed from a source

external to the network
 .One or more hidden layers performing the specific

treatment of the network.

 An output that delivers results.

The inputs to a neuron include its bias and the sum of its 

weighted inputs (Fig. 3). A neuron's output depends on the 

neuron’s inputs and on its transfer function [23]. There are 

many useful transfer functions or activation functions. 

Fig. 2 MLP architecture using supervised learning. 

Fig. 3 Schematic representation of a neuron 

2) ANN algorithm for modeling Embedded ANC System

formulation: Table I depicts a summary of developed 
Embedded ANC System-based ANN variables.  

TABLE I 

VARIABLES OF ANN ANC MODEL 

Variable Description 

xn Noised signal in time domain, at 
each discrete instant n 

yn Filtered signal in time domain, at 
each discrete instant n 

dn Original signal provided to the 
network in time domain, at each 
discrete instant n 

en Estimated error in time domain, at 
each discrete instant n 

3) Back Propagation of Gradient: The adjustment of the

weight’s connection and biases of different layers can be 

obtained by minimizing a cost function using the back 
propagation gradient [24]. The cost function, Mean Square 

Error (MSE), is a function of the difference between a desired 

output and the actual output of the ANN filter. This difference 

is known as the estimation error of the ANN algorithm. 

Fig. 4 Simplified diagram of MLP 

Each iteration “k” of the ANN ANC requires below distinct 

steps in this order: 
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 The output of hidden layer, maybe calculated by using 

the following equation: 

�� = ��(��	
	


	�) = ��(��) (1) 

Where, bj : is the total input of hidden layer yj. 

 The final output of network, which represents the noise 

estimated, maybe calculated by using the following 

equation:  

� = ��(���
�

ℎ��) = ��(��) (2) 

Where, ak : is the total input of output hidden sk. 
 The error signal have often calculated as :  

�� = �� − � 
(3) 

Firstly, the cost function (C), which will minimize, is 

the Mean Square Error (MSE) defined by: 

�(ℎ�) = 1
2�(�� − �(ℎ�))�

�
 (4) 

The partial derivative of cost function C, over hjk, 

represents the variation of error according to weights 

variation. 

On all training, we have: 

��(ℎ��)
�ℎ�� = −�(��

�
− �) ���ℎ�� (5) 

The hjk+1 and wjk+1 vectors for updating weights can be 

written by the following expressions: 

ℎ���� = ℎ�� − ��(���
�

)�� (6) 


���� = 
�� − ���(���
�

��(1 − ��))��
�

 (7) 

We denote δ2 and δ1 propagation errors for the output 

layer and the output of the hidden layer. 

Each iteration of the BP ANN algorithm requires 8 distinct 

steps in the following order: 

Step 1: Initialize the weights. 

Step 2: Define the input vector and 

             corresponding desired output.  
Step 3: Calculate the network output.  (Eq.1) 

Step 4: Calculate the error in the output.  (Eq.3) 

Step 5: Calculate the gradient of the error with 

            respect to weights.  (Eq.5) 

Step 6: Update the filter tap weights.  (Eq.6 and 

            Eq.7) 

Step 7: Re-inject the output error in the network 

            and calculate the error in hidden layers.  

            -if the condition on the error or number 

             of iteration is matched, go to step 8, else 

             apply the new input vector and go to 

             step 3.   
Step 8: end. 

III. MODELING AND SIMULATION RESULTS 

A. Model of Proposed ANN Embedded ANC Algorithm 

An ANN Embedded Noise Canceller developed to reduce 

noise in voice communications is presented in Fig. 5. 

 

 
Fig. 5 ANN Embedded ANC model 

 

In this work, we modeled and developed the system shown 

in Fig. 5 under Matlab by creating and programming our new 

embedded functions with the following specifications: The 

number of samples for original signal length is 256 samples 

per frame 8000 Hz sampling rate. ANN ANC implementation 

is set up with inputs and outputs signals length= 256. It 
includes noise, original signal, desired input, ANN output, 

enhanced output. SNR= 29.4823. The noise type is Gaussian 

with zero mean and one variance. 

B.  Flow chart of ANN ANC Algorithm 

Modeling ANN Embedded ANC system may perform 

according to the following steps as shown in Fig. 6.  
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Fig. 6 ANN Embedded ANC System flowchart 

In this work, tangent sigmoid and linear activation 

functions will be used respectively in the hidden layers and 

the output layer. Those functions are defined respectively by 

the equations (8) and (9): 

�(�) = 1
1 + �� ! (8) 

�� = �(�) = "1#�� ≥ 0
0#�� ≺ 0 (9) 

For defining the number of hidden layers and the neurons 

in each layer, the designer must have a great number of 
experiences. For example, we were varying the network size, 

and we do a full training for each size and finally choose the 

structure that provides the best results. 

C. Simulation Results 

According to the neural model, our simulation modeling 

and design results are obtained after a number of tests of 

iterations by acting respectively on the number of hidden 

layers, the number of neurons per hidden layers and network 

settings. All measurements are taken using a Levenberg- 
Marquardt type of learning. Fig. 7 shows the best performance 

for the validation of the neural system of acoustic noise 

cancellation based on the number of iterations adequate. 

Learning stops when the mean squared error (MSE) based on 

the number of samples starts to decrease to less than a certain 

threshold, knowing that the MSE criterion represents the 

standard deviation between the filtered signal and the desired 

signal. 
 

 
Fig. 7 Performance of neural ANC based Levenberg-Marquardt’s algorithm 

 
Fig. 8 ANC, gradient Evolution, Mu, and validation number of iteration 

 

Fig. 8 illustrates the better performance of the 

backpropagation algorithm during the learning phase. This 
value is equal to 0.00010367 at 62 iterations. 

 

 
Fig. 9 ANC, Regression between enhanced and desired signal 

 

R regression values illustrated in Fig. 9 are used to measure 

the correlation between the original and the enhanced signal. 

All curves have a high value greater than 0.99. This means 

that the proposed algorithm has a good learning performance.  

 

 
Fig. 10 Original signal used for neural ANC (N=256)) 
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Finally, the neural cancellation system’s performance of 

the designed acoustic noise depends on the number of hidden 

layers and neurons in each hidden layer. Fig. 10 and 11 

respectively represent the original signal and the noisy signal. 

Fig. 11 Noised signal (neural Model), (Uniform noise+smooth signal, 

variance σ=0.1, N=256) 

While Fig. 12 represents the output of designed Embedded 

ANC system, also called the filtered or enhanced signal 
(signal without noise). During this work, to check the validity 

of the results obtained by the neural approach and allows us 

to compare the signal obtained by the network with the 

observed signal, we opted for the use of the signal to noise 

ratio (SNR) and the mean square error (MSE) [25]. 

Fig. 12 Enhanced signal using neuronal ANC (N=256, λ=0.5, neural 

architecture [10-5]) 

The following equations respectively give mathematical 

formulations: 

'()*+ = 10 ,-��.( /-
�0
(-0#�#1�,'#�1�,)

/-
�0((-#�) ) (10) 

2'3 = 1
2�(�� − ��)�

�
(11) 

     

Where, dk = noisy signal; yk = noise estimate;    k = number 

of samples. 

TABLE  II 

SNR AND MSE NUMBER OF ITERATION (N=256, Σ =1, Λ=0.5, NEURAL 

ARCHITECTURE [10-5])  

Number of 

iteration 

Train 

time (s) 
MSE SNR Gradient 

14 01 9.40E-05 29.5085 2.90E-05 

22 01 7.35E-05 29.4527 6.78E-05 

24 01 8.44E-05 29.4906 7.09E-05 

28 01 9.35E-05 29.4891 4.93E-05 

30 03 9.55E-05 29.6070 0.000176 

41 01 8.70E-05 29.5415 1.07E-05 

54 02 0.000103 29.5643 0.000243 

68 02 9.71E-05 29.4880 1.11E-05 

TABLE III 

SNR AND MSE (N=256, Σ =1, NEURAL ARCHITECTURE [10-5], Λ=0.5) 

Adaptation 

step λ 

Number of 

iteration 

Train 

time 

(s) 

SNR MSE 

0.1 30 01 29.6070 9.55E-05 
0.2 15 01 29.6100 0.000121 
0.3 117 03 29.5312 8.22E-05 
0.4 24 01 29.4906 8.44E-05 
0.5 54 02 29.5643 0.000103 
0.01 41 01 29.5415 8.70E-05 

0.02 48 01 29.5435 0.000119 
0.03 10 <01 29.4302 0.000102 
0.04 12 01 29.4912 8.43E-05 
0.05 68 02 29.4880 9.71E-05 
0.001 10 <01 29.6161 0.000112 
0.002 14 01 29.5085 9.40E-05 
0.003 22 01 29.4527 7.35E-05 
0.004 19 01 29.5719 9.80E-05 

0.005 45 01 29.5152 6.69E-05 
0.0005 15 01 29.5613 0.000101 

TABLE IV 
SNR AND MSE NEURAL ARCHITECTURE (N=256, Λ=0.5, Σ =1) 

Neuronal 

architecture 

Train 

time (s) 

Number of 

iterations 
MSE SNR 

[10-2] 01 16 0.00423 31.3898 

[10-3] 01 21 0.000110 29.5902 

[10-4] 01 28 7.49E-05 29.4119 

[10-5] 01 35 7.87E-05 29.5171 

[10-6] 01 45 9.39E-05  29.4667 

D. Discussion Results

The tables below show the measurement results of MSE for

evaluating performance concerning the artificial approach to 

improving the voice quality degraded by the acoustic noise. 

These values were obtained when the non-linear based on 

neural networks and filtering gave better results than when 
linear filtering based on adaptive approaches [26]–[28]. In 

this case, we worked on several neural structures with 

multiple learning functions. We realized that the architecture 

with two hidden layers {[10-5]} is the most stable for all tests 

because it always converges to the optimal solution (global 

minimum). Finally, the ANN Embedded ANC System's 

performance depends on the number of hidden layers and the 

number of neurons in each hidden layer, learning but also 

used. 
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IV. CONCLUSION

In this work we proposed an artificial neural network 

Embedded Acoustic Noise Cancellation System for 

enhancing the quality of communication. The main advantage 

of the proposed system is its efficiency for non-linear 

phenomena such as acoustic noise. The proposed Embedded 

ANC's effectiveness is then evaluated by using SNR and MSE, 
neuronal architecture, and number of iteration criteria. 

However, the obtained result can show that the ANN ANC 

algorithm provides the fastest convergence rate, best values 

of SNR, and lowest MSE compared to adaptive algorithms. 

Further work could be done in implementing the embedded 

ANC for a real-time applications by using a Digital Signal 

Processor (DSP), Field Programmable Gate Array (FPGA) or 

Application-Specific Integrated Circuit (ASIC).    
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