
Vol.11 (2021) No. 4 

ISSN: 2088-5334 

Visual Commands for Control of Food Assistance Robot 
Javier O. Pinzón-Arenasa,*, Robinson Jiménez-Morenoa,* 

a Department of Mechatronics Engineering, Militar Nueva Granada University, Bogotá D.C, 110111, Colombia 

Corresponding author: *u3900231@unimilitar.edu.co, *robinson.jimenez@unimilitar.edu.co 

Abstract— Assistance robots improve people's quality of life in residential and office tasks, especially for people with physical 

limitations. In the case of the elderly or people with upper limb motor disabilities, an assistance robot for food support is necessary.  

This development is based on a mixed environment, a real and virtual environment working interactively.  A camera located in front 

of the user is used, at a distance of 60 cm, so that it has an excellent visual range to capture the user's hand gestures for the 

commands. Pattern recognition based on a deep learning algorithm is made with convolutional neural networks to identify the user's 

hand gestures. This work exposes the network's training and the results of the robot command's execution. A virtual environment is 

presented in which a robotic arm with a spoon-like effector is used in a machine vision system that allows eight different types of 

commands to be recognized for the robot by training a faster R-CNN network for which a database of 640 images is used, achieving a 

degree of system performance of over 95%. The average time in the execution of a cycle from detecting and identify the command 

gesture to move the robot towards the food and return in front of the user is  21 seconds, making the development useful for real-time 

applications. 
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I. INTRODUCTION

Advances in different engineering disciplines allow 

improving the quality of life of people in various aspects, 

particularly the development of robotics offers extensive 

possibilities for this purpose. Many investigations are 

oriented to the development of robots to support human 

activities as an extension of the industrial environment in 

which they have been conceived. In Konijn and Hoornab [1], 
the interaction capabilities of a robotic agent as a primary 

mathematics tutor oriented to children are explored, where 

the anthropomorphic robot has image acquisition capabilities, 

and basic social skills are programmed for interaction with 

the child. One of the aspects of enhancement in the use of 

robots is currently healthcare applications. In medicine, there 

are several cases in which they are used as a surgical 

assistant [2]–[4], where an important aspect is to foresee the 

security conditions for people in the use of robots as 

assistants in interaction tasks, as established in Yamada and 

Akiyama [5]. 
To improve people's quality of life, robots have been used 

as support in the care of non-self-sufficient people. In Lanza 

et al [6], a robotic system oriented to be a human caregiver 

is presented to monitor patients and help them with their 

basic needs. For example, one of the basic needs of the 

human being is to feed; a person with motor deficiencies in 

the upper limbs or muscular problems of silverware 

manipulation would find a solution in an assistance robot, 

which motivated the development of this work. 

To improve the autonomy of a robotic agent, the 

algorithms with which they are programmed include 

artificial intelligence techniques [7], where even hybrid 

systems that involve more than one technique are used, for 

example, neural networks and fuzzy logic, as explained in 

Baker and Ghadi [8], to move a mobile robotic agent. 

However, recently, deep learning stands out within artificial 
intelligence techniques [9], which has shown high 

robustness in pattern recognition tasks. They have been 

integrated into the development of tasks that involve the 

robot and its interaction with humans [10]. 

Jiménez-Moreno et al. [11] exposed an assistance robot 

able to deliver tools and bring it into user's in hand, where 

the Deep Learning technique used corresponds to 

convolutional neural networks (CNN), used here for tool 

recognition, voice recognition of the person concerning the 

name of the tool and recognize the user's hand so that the 

robot leaves the tool in his open hand. Convolutional 
networks specialize in image pattern recognition [12], and 
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their use in robotic applications is quite extensive. In Useche 

et al. [13], these are used to allow a robot to grasp objects 

even with occlusions using a robotic arm. 

To develop a robotic food assistance agent for people with 

disabilities, the command of it is proposed using hand 

signals to minimize the user's movements. Since the focus of 

the robot is for food, voice commands are not the best option 

for this task. Many techniques have been used for hand 

signal recognition, to mention a few, where convolutional 

networks also include capsule networks [14], LSTs [15], and 

geometric characteristics by Fisher vector [16]. However, 
again convolutional networks stand out for their robustness 

in this task [17]–[19]. 

Therefore, an assistance robot has been developed and 

commanded by the signs of one of the user's hands, allowing 

the generation of robotic actions to feed people. The signs 

are recognized using CNN. A simulation environment is 

used to validate the algorithm and to prevent accidents with 

the user, a fairly common way for robot training [20], [21], 

as well as the adequacy of the robotic end-effector [22], 

which in this case is designed spoon type. This work helps to 

expand the state of the art in the development of assistance 
robots to improve the quality of life and use deep learning 

techniques for their training. 

This document is organized under the following structure: 

the introduction in the first section exposes the state-of-the-

art developments in the subject. The second section 

corresponds to the methodology where the virtual 

environment and neuro-convolutional training are presented. 

The third section presents the analysis and results of the 

implemented algorithms, and the final section exposes the 

conclusions. 

II. MATERIALS AND METHODS 

This section exposes the materials and methods exposed 

in three subsections: virtual environment, dataset, and neural 

network command for detection. 

A. Virtual Environment 

For the implementation of the robotic command 
identification system using hand gestures, a virtual 

environment is built, within which the robotic agent will 

perform the respective commands indicated by the user. A 

4R robot with a spoon as end effector is used in the 

environment, responsible for collecting the food on the 

plates. Also, a camera located in front of the user is used, at 

a distance of 60 cm, so that it has sufficient visual range to 

capture the user's hand gestures for the commands. Around 

the robot, four plates are placed to let the user select which 

plate they want to eat from. The environment can be seen in 

Fig. 1. 

 

 
Fig. 1 Implemented virtual environment. 

B. Database 

It is proposed to recognize eight different types of robotic 

commands, divided into two categories. The first category 

refers to the direct control commands of the robot, consisting 

of four classes: Stop, Start, Pause, and Change. The "Stop" 
command ends the entire feeding process and can only be 

used when the robot brings the food to the user. The "Start" 

command is used to begin feeding the person and resume the 

execution of the task when it has been paused or when there 

is a change in the food to be received. The "Pause" 

command temporarily suspends the task and can be executed 

at any time within the entire process. The "Change" 

command allows the user to select the plate from which to 

receive the food and can be selected when the robot is in the 

food delivery position. In order to generate the recognition 

of the commands, it is decided for them to be detected 
within the image, so the location and labeling of these were 

done manually. In total, the database contains 480 images 

for training and 160 for validation. An example of each 

command in this category can be seen in Fig. 2. 

 

  

Fig. 2 Direct control commands. (a) Stop. (b) Start. (c) Pause. (d) Change. 

 

The second category consists of the commands for the 

selection of the plate to which it is wanted the robot to go, 

containing gestures indicating plates 1 to 4. Like the 

previous one, the location of each command is done by 
means of a bounding box with its respective label. This 

database contains 480 images for training and 160 for 

validation. Of this, an example of each command can be 

seen in Fig. 3. 
 

 
Fig. 3 Plate change commands. (a) Plate 1. (b) Plate 2. (c) Plate 3.  (d) Plate 

4. 
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C. Neural Network for Command Detection 

To carry out the detection of the commands, it is proposed 

to use the Faster R-CNN [23], which has high precision in 

detecting objects and is also fast in real-time location. For 

structuring purposes of the Faster R-CNN architecture, a 
pre-trained model of the ResNet-50 [24] is used, 

demonstrating a high capacity for object classification. This 

allows the use of transfer learning to take advantage of the 

different characteristics and patterns learned by the pre-

trained model to locate the hand gestures and perform the 

training only of the region proposal network (RPN) and the 

classification section of the network. 

Since the two categories of commands will be used at 

different moments in the process, it is chosen to use two 

identical networks, one for the control commands and one 

for the plate change commands. This is done in order to have 
reduced categories in the recognition and to improve the 

learning of each network, by not having to differentiate 

possible similar categories, such as Pause and Plate 4, and 

using four possible predefined anchor boxes for each of the 

networks, depending on the size and shape of these for each 

command. 

With this in mind, the training of the two neural networks 

is performed. Based on Ren et al. [23], the training of each 

neural network is done in four stages (training of the 

classification section, the detection section, and the fine-

tuning of each one), as is shown in Table 1. A learning rate 

of 1x10-3 is used in the first two stages, while in the last two, 
being a fine-tuning of the previously trained weights, a 

lower rate of 5x10-4 is used. Since transfer learning is being 

used, the number of training epochs remains between 8 and 

10, as only a small section of the network needs to be trained, 

so learning is much faster.  

TABLE I  

TRAINING PARAMETERS OF THE FASTER R-CNN. 

 Learning Rate Epochs 

Stage 1 1x10-3 10 

Stage 2 1x10-3 10 

Stage 3 5x10-4 8 

Stage 4 5x10-4 8 

 

With these parameters, the training is done, obtaining a 

behavior in each stage for each network, as shown in Fig.s 4 

to 6. Fig. 4 shows the result of the loss function for each 
iteration, in other words, how much it cost for the network to 

make an erroneous detection. Here, it can be seen that its 

cost was low, even less than 0.1 for the last stage, so it is 

possible to observe that the network was kept learning. This 

can also be perceived in Fig.s 5 and 6, where the accuracy 

remained above 95% and the root mean square error (RMSE) 

was below 0.15 in the last stage, i.e., the offset of the 

location of the network-generated bounding box from the 

manually labeled one was less than 15%. 

After training, the networks are validated with the test sets 

by means of the precision vs. recall curve, obtaining the 

results shown in Fig. 7. The capacity of the trained networks 
shows a high degree of accuracy in locating and classifying 

each of the commands, with results above 97.5%, wherein 

some cases, the network, although it located a command, 

classified it erroneously, as occurred in the commands for 

plate 1 (P1) and plate 3 (P3). 

 

 
Fig. 4  Losses at every stage of training. 

 

 
Fig. 5  Losses at every stage of training. 

 

 
Fig. 6  Root mean square error at each stage of training. 
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Fig. 7  Average accuracy in detecting commands for (a) Network 1 (control) 

and (b) Network 2 (selection). 

 

With these validation results, it is possible to demonstrate 

that, despite using a reduced database for both cases, 

applying transfer learning allowed a high degree of 

performance to be achieved. This can also be seen in Fig. 8, 

where examples of detection of the two networks are shown. 

In this one, the networks react to drastic light changes in the 

environment, even almost mimicking the color of the hand 

with the wall and their capability to detect the gestures 
(yellow box) very close to the proposed ground truth (red 

box). 

 

 
Fig. 8  Detection of the networks trained in the test dataset. 

III. RESULTS AND DISCUSSIONS 

The trained networks are integrated through a robot 

control system to perform the interaction between the user 

and the virtual environment. The operation of the system 

starts with the location of the robot in a waiting position. 

Then, the recognition of the robot control commands begins. 

If the user makes the "Stop" gesture, the system will 

immediately terminate the feeding task. On the other hand, if 

the "Start" command is recognized, and it is the first time 

that the system is going to perform the task, it is proceeded 

to verify from which plate the user wants to receive the food. 
Once the plate selection command is recognized, the robot 

starts to execute the task, collecting the food, and taking it to 

a reception (or waiting) position.  If the user makes the 

"Pause" gesture during the pickup process, the robot will 

stop until the user does the "Start" command again. When 

the robot reaches the waiting position, it checks if the user 

wants to continue receiving food from the same plate (Start 

command), change the plate (Change command), or stop 

feeding (Stop command). The system flowchart is shown in 

Fig. 9. 

 

 
Fig. 9  Flowchart of the implemented system. 

 

Five tests of the system are carried out in real-time, 

repeating the cycle of task execution four times, i.e., from 
the moment it indicates the beginning until it reaches the 

waiting position again, changing plates between cycles. This 

is done to observe the response time of the detection of the 

commands and verify the correct functioning of the 

implemented algorithm. The results of these tests can be 

viewed in Table 2 as follows:  

 The percentage of control command detection (that it 

has detected the command corresponding to the one 

done by the user correctly).  

 The percentage of selection command detection. 

 The percentage of correctly completed cycles, i.e., that 

did not require rebooting the system, because it was 
not able to detect any of the commands within the 

conditional statements. 

 The average execution times in detecting the 

commands and of the cycle without interruption 

(without using the "Pause" command, which was done 

in two cycles per test). 

TABLE II 

SYSTEM PERFORMANCE TESTS. 

 
Test 

1 

Test 

2 

Test 

3 

Test 

4 

Test 

5 
Total 

Detection of control 

commands 
100% 100% 100% 100% 100% 100% 

Detection of 

selection 

commands 

100% 75% 100% 100% 100% 95% 

Completed cycles 100% 100% 100% 100% 100% 100% 

Average detection 

time 

253 
ms 

269 
ms 

244 
ms 

245 
ms 

259 
ms 

254 
ms 

Average cycle time 21 s 23 s 21 s 20 s 20 s 21 s 
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Within the tests, the system correctly detected all the 

control commands indicated to it, even those pausing during 

the robot's movement. However, in the selection commands, 

in one of the cycles during test 2, the system recognized one 

of the gestures incorrectly. Nevertheless, the average number 

of correct detections was 95%. As for the execution of the 

cycles, they all ended correctly, without the need to reboot 

the system. 

During the whole process, the command detection took an 

average time of 254 ms, which is fast enough for the correct 

execution of the task and control of the robot in real-time, 
especially when performing the "Pause" command, which 

must be read during the robot's movement. As for the 

execution time of the complete feeding task without 

interruption, it was 21 seconds. These tests were performed 

with an Nvidia GTX 1070 GPU. 

In Fig. 10, it is possible to observe the system process, 

where the user indicates the robot to start with the feeding 

task. Then, when it is the first time it starts, the system asks 

the user to indicate the plate from which they want to receive 

the food, pointing to plate 2. In the upper part of the user's 

image, the control command selected and the plate where the 
robot will pick up the food are displayed, which in this case 

is plate 2. The robot performs the collection, and when it 

returns to the waiting position, the user asks to change plates, 

selecting plate 1. During the trajectory, the user pauses the 

process, making the robot stop until instructed to start again. 

Finally, the user ends the feeding process with the "Stop" 

command in the waiting position. 

IV. CONCLUSION

In the present work, a versatile system of simulated 

assisted feeding was implemented through the interaction 

between the user and a virtual environment, being integrated 

by means of Deep Learning techniques. The interaction was 

performed by means of control commands made by the 

user's hands, which indicated the process of the assisted 

feeding that the robot was going to perform and which plate 

it should go. This allows simple communication so that the 

person receiving the food can control the robot and the 

continuity with which the robot gives the food. 

For the detection of the commands, two Faster R-CNN 
were used to facilitate the learning of the gestures, which 

were divided into two categories (control and plate selection) 

to avoid possible confusion with similar gestures plate 4 and 

pause. With this, the neural networks achieved average 

accuracies higher than 97.5% in the detection of commands, 

coming to locate the correct gesture not only in the test 

images but in the execution in real-time with a high degree 

of performance. 

On the other hand, during the execution of the tests in 

real-time, the network for the control commands managed to 

recognize all the gestures made by the users. The network 
for the selection commands reached 95% in the hits, making 

a single mistake during all the tests. Also, the processing 

times in the detection were less than 300 ms, allowing a fast 

response time enough for the user to control the robot 

properly, especially when the user wanted it to stop it during 

the process of executing the feeding task. 

Fig. 10  A graphic example of the feeding task and interaction of the user 

with the virtual environment. 
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