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Abstract— The forecasting of time series data is essential by following statistical and intelligent techniques. Particular matter (PM10) 
is a time series dataset used to scale the air pollution as a dependent variable while there are many types of pollutants used as 
independent variables. MLR model has been used as a traditional linear approach to forecasting PM10 data. Combining NF as a 
nonlinear intelligent method with MLR in a hybrid MLR-NF method has been proposed for improving PM10 forecasts and handling 
the nonlinearity of datasets. The forecasting results reflected that the hybrid method outperformed the traditional method. Although 
a multiple linear regression (MLR) model has been used for air quality forecasting depending on several meteorological variables in 
many recent studies, the MLR model is unable to identify the nonlinear pattern of these types of data. Malaysian datasets of PM10 
and several climate pollutants will be studied in this paper. The objective of this study is to forecast PM10 and obtain the best results 
and minimum forecasting error. In this paper, the dependent variable will be forecasted by using traditional and intelligent methods. 
MLR has been used as a traditional method to forecast PM10. Neuro-fuzzy (NF) in the adapted copy, which calls the adaptive neuro-
fuzzy inference system (ANFIS) is combined with MLR and used as an intelligent method to forecast PM10. The results reflect that 
MLR-NF outperformed MLR for forecasting PM10 data. In conclusion, MLR-NF can be used to forecast PM10 for more accurate 
results compared to traditional methods. 

 
Keywords— multiple linear regression (MLR); neuro-fuzzy (NF); PM10 datasets; forecasting; ANFIS. 

 
 

I. INTRODUCTION 

Air quality and climate data have nonlinear nature, so 
forecasting will be a complicated process. Particulate matter 
(PM10) data is a feature that can be used to measure air 
pollution depending on other meteorological datasets. The 
fluctuation in the pattern of PM10 is often the main reason 
for nonlinear behavior. High-quality results of PM10 
forecasts depending on several meteorological datasets are 
important to control human health and environmental 
phenomena. 

In of sample and out of sample, PM10 forecasting based 
on several pollutants as independent variables can be 
performed using multiple linear regression (MLR) model as 
a traditional method. MLR model reflects the relationship 
between the dependent or response variable and several 
explanatory or predictor variables that impact on dependent 
variable [1], [2] suggested MLR model forecast daily PM10 
data with meteorological datasets as the best models that 
express the relationship between variables.  

Neuro-fuzzy is suggested as an intelligent method to 
handle the nonlinearity and improve forecasting results. The 
adaptive neuro-fuzzy inference system (ANFIS) is adapted 
and improved copy of neuro-fuzzy as a perfect system to 

forecast nonlinear datasets in high-quality results. ANFIS 
method is subject to forecast for short terms. ANFIS was 
used to forecast three datasets through all seasons for urban 
areas in Romania. ANFIS is developed for forecasting of 
daily air pollution concentrations for five air pollutants 
datasets. Wongsathan analyzed PM-10 values to formulate a 
hybrid method to forecast PM10 and found the influence of 
exogenous variables in Chiang Mai Province, Thailand. [3], 
[4] presented MLR and Adaptive NF methods separately to 
forecast many types of datasets.  

In this study, PM10 for 34 months from 1 January 2013 till 
31 October 2015 was forecasted dependent variable 
influenced by Carbon Monoxide (CO), Sulphur Dioxide 
(SO2), Nitric Oxide (NO), Ozone (O3) by using MLR and 
ANFIS. The full period is divided into training and testing 
series. The time-stratified (TS) method is proposed in this 
study to analyze the short-term effects of risk factors. TS can 
be used to separate the seasonal pattern effects. [5] It can be 
used to satisfy homogeneity and to reach more accurate 
results [6], [7]. Data belongs to the same season through 
different years are stratified timely. Each year has four 
seasons, and each season consists of three months. Full and 
time stratified datasets were forecasted in training and 
testing stages by using MLR. The structure of MLR input is 
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used to construct the structure of the ANFIS method. ANFIS 
as an intelligent method was combined with MLR in one 
hybrid method (MLR-NF) to improve the accuracy of PM10 
forecast based on several pollutant variables. 

II. MATERIALS AND METHOD 

A. Data and Framework of the Study 

In this study, Malaysian daily datasets of PM10 and 
several climate pollutants were studied for 34 months (1 
January 2013 – 31 October 2015), which includes 1034 daily 
observations. The full period was divided into two periods 
for training and testing. The framework of this study 
includes the following [8]: 

• Dividing the full period into two groups for training 
and testing. 

• Modeling training data by using the MLR model. 
• Simulating testing data by using the same MLR 

model. 
• Modeling training data by using the proposed MLR-

NF method. 
• Simulating testing data by using the same proposed 

methods. 
• Comparing MLR model as traditional methods and the 

proposed MLR-NF as an intelligent method to 
determine the best accuracy of forecasting results. 

B. MLR model for PM10 Forecasting. 

MLR model is used for modeling the effects of multiple 
explanatory variables on one dependent variable. Many 
researchers used MLR, which can be formulated as follows 
[9]. 

 �� = �� + ���� + �	�	 + ⋯ + ���� + �� (1) 

where �� is the dependent variable, ��, �	, … , ��  are the 
explanatory variables, �� is the cross point with y axis, ��, �	, … , �� are the regression parameters, and �� is the 
random error. Equation (1) can be written in matrices form 
as follows [10], [11]. 

� = ����	⋮��
� , � = ⎣⎢⎢

⎡1 ��� ��	 … ���1 �	� �		 … �	�1 ⋮ ⋮ ⋱ ⋮1 ��� ��	 … ���⎦⎥⎥
⎤ , � = �����⋮��

� , � =
����	⋮��

�    (2) 

 
Using matrix symbols, the linear regression model can be 

written as follows [12].  

C.  A hybrid MLR-NF Method  

In this study, a hybrid MLR-NF method has been 
proposed to improve the forecasting results of PM10 based 
on several meteorological datasets. The framework of this 
proposed approach is as follows [13], [14]. 

• Constructing the best MLR model to be suitable for 
dataset. 

• Constructing ANFIS based on the structures of MLR 
model to obtain MLR-NF hybrid method. 

• Achieving training and testing processes to obtain 
forecasted series of the hybrid MLR-NF method. 

• Comparing the results of the hybrid MLR-NF method 
to MLR for training and testing forecast. 

A hybrid MLR-NF method is proposed for PM10 
forecasting. MLR model was used only for drawing the 
structure of ANFIS inputs for training and testing. Hybrid 
MLR-NF was also proposed to handle the nonlinear data. 
Determining the method for generating a fuzzy inference 
system (FIS), optimization method, error tolerance, 
membership function types and parameters, rules, and other 
requirements were necessary to create the more suitable 
ANFIS structure [15]. 

ANFIS can be defined as a multi-layer feedforward neural 
network with learning algorithms and FIS through the inputs 
to the output [16]. Jang had introduced ANFIS to apply the 
main stage to build suitable FIS. ANFIS structure is tuning 
based on Sugeno-type of FIS [17]. First-order Sugeno-type 
of FIS includes a set of following rules for two if-then rules 
[18]. 
Rule 1: If � is equal to �� and � is equal to ��, then  �� + !�� + "� = #� 
Rule 2: If � is equal to �	 and � is equal to �	, then  	� + !	� + "	 = #	 
where ��, ��, �	, and �	 represents the membership 
functions for the input data � and �, while "�, "	,  �,  	, !�, !	, #�, and #	  represents the parameters of the output 
function. Input data are inserted as columns vector when the 
last column represents the target or dependent variable. 

For generating FIS, there are two widespread 
partition methods (grid partitioning and subtractive 
clustering) that is used for FIS structure generating and rule 
establishing. Choosing grid partitioning includes uniformly 
partitioning the variable input ranges to generate input 
membership functions with single-output Sugeno FIS [19]. It 
is appropriate for the few input variables. Under this 
choosing, there will be one rule only for each of the input 
membership functions. By choosing subtractive clustering, 
using subtractive clustering of input and output data depends 
on deriving data clusters from generating Sugeno FIS and 
establishing membership functions and rules [20].  

To determine the number of membership functions, trial 
and error principle are varied. Based on same principle, the 
optimal membership function can be the Gaussian. The 
structure of ANFIS can be presented such as follows in 
Fig.1.  

 
Fig.1 Architecture of five layers ANFIS method. 

 
where $represents layer 2 with fixed nodes, %� represents 
the weight of the rule #�,  &represents layer 3 with fixed 
nodes, %̄represents the normalized weight, and #represents 
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the final output. The most widespread membership function 
types are presented in Fig.2 as follows [20], [21]. 
 

 
Fig.2 Membership function carves for ANFIS method [2] 

 
In Fig.2 above, the presented curves were for triangular, 

trapezoidal, generalized bell, sigmoidal, Z, S, and Pi curves,  
and two different Gaussian curves in addition to the 
difference between two sigmoidal, and the product of two 
sigmoidal membership functions. Mean absolute percentage 
error (MAPE) is used in this study as forecasting error 
criteria, it can be written such as follows [22]. 

 MAPE = �� ∑ )*+,+)��-� . 100  (3) 

where �� is the random error of forecasting, n is the total 
number of observations, and �� is the original series [13], 
[14]. 

III.  RESULT AND DISCUSSION 

Malaysian PM10 (less than or equal 10 micrometers) and 
several independent variables such as (Carbon Monoxide 
(CO), Sulphur Dioxide (SO2), Nitric Oxide (NO), Ozone 
(O3)) in 1034 daily observation for 34 months from 1 
January 2013 till 31 October 2015 will be studied in this 
paper. Datasets will be divided into training and testing data 
for full and TS datasets. TS method has been applied on a 
full dataset to result in four subgroups of data: S1, S2, S3, S4 
time stratified datasets. Full-time series data were divided 
into 29 months (1 January 2013 – 31 May 2015) for training 
and five months of data (1 June 2015 – 31 October 2015) for 
testing. S1 series (rain season) included six months (January 
2013, February 2013, December 2013, January 2014 and 
February 2014, December 2014) for training and two months 
of data (January 2015 and February 2015) for testing. S2 
included six months (March 2013, April 2013, May 2013 
and March 2014, April 2014, and May 2014) for training 
and 3 Months (March 2015’ April 2015’ and May 2015) for 
testing. S3 (dry season) included six months (June 2013, July 
2013, August 2013, June 2014, July 2014, and August 2014) 
for training and the other three months (June 2015, July 
2015, and August 2015) for testing. S4 included six months 
(September 2013, October 2013, November 2013, 
September 2014, October 2014, and November 2014) for 

training and two months (September 2015, October 2015) 
for testing.  

A. MLR model 

TABLE I 
THE DETAILS OF MLR COEFFICIENT FOR FULL DATA. 

Term Coefficient T-value P-value 

CO 79.01 25.82 0.000 
SO2 3501.00 7.27 0.000 
NO -2029.00 -15.61 0.000 
O3 197.60 2.97 0.003 
 

From Table 1, all MLR coefficients in equation (4) are 
significant because of their p-values are less than the 
significant level of 5%. Therefore, the MLR model in 
equation (4) is fitted to datasets. After performing training 
and testing processes, MAPE values for MLR in equation 
(4) are 27.22 and 28.01 for training and testing, respectively. 
Fig.3 and Fig.4 explain the fitness between the original 
series and forecasted series for training and testing 
respectively for full data. 

 
Fig.3: The fitness between the original series and training forecasted series 
for full data by using MLR model. 
 

 
Fig.4: The fitness between the original series and testing forecasted series 
for full data by using MLR model. 
 

The MLR model for S1 dataset is as follows.  � =  16.46 ��  +  4357.00 �	  7 210.00 �9  +  954.00�; (4) 

The details of MLR coefficients in equation (5) will be 
displayed in Table 2.  

 
TABLE II 

THE DETAILS OF MLR COEFFICIENT for S1 DATA. 

Term Coefficient T-value P-value 
CO 16.46 2.74 0.01 
SO2 4357.00 4.05 0.00 
NO 210.00 0.81 0.42 
O3 954.00 7.62 0.00 
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From Table 2, Some of MLR coefficients in equation (5) 
are insignificant because of their p-values are greater than 
the significant level 5%. To compare the forecasting results 
of full and time stratified datasets, MLR model of time 
stratified data were taken with no changes. After performing 
training and testing processes, MAPE values for MLR in 
equation (5) are 25.32 and 25.03 for training and testing, 
respectively. Fig.5 and Fig.6 explain the fitness between the 
original series and forecasted series for training and testing 
respectively for S1. 

 

 
Fig.5: The fitness between the original series and training forecasted series 
for S1 by using MLR model. 

 
Fig.6: The fitness between the original series and testing forecasted series 
for S1 by using MLR model. 

 
The MLR model for S2 dataset is as follows.  � =  81.56��  + 1887.00 �	  7 2194.00�9  +  308.30�; (5) 
The details of MLR coefficients in equation (6) will be 
displayed in Table 3.    

 
TABLE III 

THE DETAILS OF MLR COEFFICIENT FOR S2 DATA. 

Term Coefficient T-value P-value 
CO 81.56 16.51 0.00 
SO2 1887.00 2.14 0.03 
NO -2194.00 -10.22 0.00 
O3 308.30 3.46 0.00 

 
From Table 3, all MLR coefficients in equation (6) are 

significant because of their p-values are less than the 
significant level of 5%. After performing training and testing 
processes, MAPE values for MLR in equation (6) are 20.74 
and 22.06 for training and testing, respectively. Fig.7 and 
Fig.8 explain the fitness between the original series and 
forecasted series for training and testing respectively for S2. 

 
Fig.7: The fitness between original series and training forecasted series for 
S2 by using MLR model. 
 

 
Fig.8: The fitness between original series and testing forecasted series for 
S2 by using MLR model. 

 
The MLR model for S3 dataset is as follows.  

The details of MLR coefficients in equation (7) is displayed 
in Table 4.    

TABLE IV 
THE DETAILS OF MLR COEFFICIENT FOR S3 DATA. 

Term Coefficient T-value P-value 

CO 122.76 18.99 0.00 
SO2 -3117.00 -3.18 0.00 
NO -2179.00 -8.05 0.00 
O3 358.00 1.95 0.05 

 
From Table 4, All of MLR coefficients in equation (7) are 

significant because of their p-values are less than the 
significant level 5%. After performing training and testing 
processes, MAPE values for MLR in equation (7) are 24.82 
and 19.03 for training and testing, respectively. Fig.9 and 
Fig.10 explain the fitness between the original series and 
forecasted series for training and testing respectively for S3. 

 

 
Fig.9: The fitness between the original series and training forecasted series 
for S3 by using MLR model. 
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Fig.10: The fitness between the original series and testing forecasted series 
for S3 by using MLR model. 
 
The MLR model for S4 dataset in the form of MLR 
coefficients in equation (8) is displayed in Table 5.    

 
TABLE V 

THE DETAILS OF MLR COEFFICIENT FOR S4 DATA. 

Term Coefficient T-value P-value 
CO 82.02 12.43 0.00 
SO2 6149.00 5.48 0.00 
NO -2387.00 -9.59 0.00 
O3 -120.00 -0.63 0.53 

 
From Table 5, some of MLR coefficients in equation (8) 

are insignificant because of their p-values are higher than the 
significant level of 5%. After performing training and testing 
processes, MAPE values for MLR in equation (8) are 31.63 
and 29.68 for training and testing, respectively. Fig.11 and 
Fig.12 explain the fitness between the original series and 
forecasted series for training and testing respectively for S4. 

 

 
Fig.11: The fitness between the original series and training forecasted series 
for S4 by using MLR model. 
 

 
Fig.12 The fitness between original series and testing forecasted series for 
S4 by using MLR model. 
 

Table 6 below presents the MAPE values of MLR model 
for full and time stratified datasets for the training process. 

 

TABLE VI 
MAPE OF FORECAST SERIES BY USING MLR 

City Training Testing 
Full  27.22 28.01 
S1 25.32 25.03 
S2 20.74 22.06 
S3 24.82 19.03 
S4 31.63 29.68 

 
Table 6 and previous figures Fig.3 till Fig.12 refer that 

MLR model is resulted in better training and testing 
forecasting results for the time stratified S1, S2, S3, and S4 
datasets than full datasets. Therefore, TS method can be 
suggested to improve forecasting results by satisfying the 
homogeneity for seasonal data.  

B. Hybrid MLR-NF method. 

Hybridizing linear and nonlinear approaches in one hybrid 
method may be proposed to improve forecasting results for 
any type of datasets. Combining MLR with ANFIS will 
result in a suitable method that can handle nonlinear data. 
The framework for forecasting by using MLR-NF hybrid 
method can be detailed practically as follows. 

• Input variables are the same as the terms, including 
coefficients and variables on the right hand of MLR 
model. 

• The target variable is the same as the dependent 
variable purely. 

• The inputs variable and target variable should be 
entered into the workspace in MATLAB separately as 
columns vector; the last column should be specified 
for the target variable for training and testing 
separately. 

• The training and testing data sets should be loaded 
from the workspace to the ANFIS toolbox in 
MATLAB. 

• To generate FIS there are two options; a better option 
is choosing grid partition because there are just four 
input variables. 

• In ANFIS training process, optimization method, error 
tolerance, and epochs are determined as hybrid, 0, and 
100 respectively in this paper. 

• The output variables of training and testing processes 
can be plotted and compared the fitness. 

Fig.13 till Fig.22 present the fitness between original 
series and training forecasted series for full, S1, S2, S3, and S4 
datasets by using hybrid MLR-NF method. 

 

 
Fig.13 The fitness between original series and training forecasted series for 
full data by using hybrid MLR-NF method. 
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Fig.14 The fitness between original series and testing forecasted series for 
full data by using hybrid MLR-NF method. 

 

 
Fig.15 The fitness between original series and training forecasted series for 
S1 data by using hybrid MLR-NF method. 
 

 
Fig.16 The fitness between original series and testing forecasted series for 
S1 data by using hybrid MLR-NF method. 
 

 
Fig.17 The fitness between original series and training forecasted series for 
S2 data by using hybrid MLR-NF method. 

 
 
Fig.18 The fitness between original series and testing forecasted series for 
S2 data by using hybrid MLR-NF method. 
 

 
 
Fig.19 The fitness between original series and training forecasted series for 
S3 data by using hybrid MLR-NF method. 
 

 
Fig.20 The fitness between original series and testing forecasted series for 
S3 data by using hybrid MLR-NF method. 
 

 
Fig.21 The fitness between original series and training forecasted series for 
S4 data by using hybrid MLR-NF method. 
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Fig.22 The fitness between original series and testing forecasted series for 
S4 data by using hybrid MLR-NF method. 
 

Comparing Fig.13 till Fig.22 to Fig.3 till Fig 12 one by 
one correspondingly, original series and forecasted series for 
MLR-NF for full, S1, S2, S3, and S4 datasets by using hybrid 
MLR-NF method are more fitted than those by using MLR 
model. Table 7 below presents the MAPE values of MLR-
NF hybrid method for all studied datasets for training and 
testing forecasts. 

 
TABLE VII 

MAPE OF FORECAST SERIES BY USING MLR-NF. 
 

City Training Testing 
Full  20.70 10.37 
S1 14.79 0.04 
S2 11.68 3.03 
S3 13.89 3.60 
S4 16.07 0.20 

 
Table 6, Table 7, and all of the previous figures confirm 

that all of the time, stratified datasets are resulted in better 
training and testing forecasts than full datasets by using 
MLR and MLR-NF. The forecasting results by using the 
hybrid MLR-NF for all of the data styles outperformed the 
forecasting results by using the MLR model. Therefore, TS 
method can be suggested to improve forecasting results by 
satisfying the homogeneity for seasonal data. THE hybrid 
MLR-NF method can also be proposed for more improving 
the forecasting results. 

IV.  CONCLUSION 

In this paper, MLR model has been used as linear 
traditional approach to forecast PM10 data. Combining NF as 
nonlinear intelligent method with MLR in hybrid MLR-NF 
method has been proposed for improving PM10 forecasts and 
handling the nonlinearity of datasets. The forecasting results 
reflected the hybrid method outperformed the traditional 
method. TS method was used in this paper for more 
homogeneity of studied datasets. Time stratified data 
outperformed full datasets in forecasting results for 
traditional and intelligent methods. In conclusion, the 
proposed hybrid method can be used to forecast PM10 in 
more accuracy of forecasting results. The hybrid method 
MLR-NF combines the MLR as a linear model with NF as a 
nonlinear method in one method can handle any type of data, 
especially the nonlinear type.  
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