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Abstract— Parkinson's disease is a brain condition that induces difficulty walking, standing, concentrating, trembling, and weakness. 

Parkinson's symptoms typically begin slowly and increase with time. Whenever the condition develops, individuals can experience 

trouble walking and communicating to others. Old people mostly tend to suffer from this disease and the number is expected to 

increase in the future. Machine learning (ML) techniques could help in the medical field in processing and analyzing data that offer 

good solutions in this field in terms of high accuracy and less required time compared to conventional methods. In this study, we 

proposed an enhanced methodology based on utilizing SMOTE to balance the dataset, due to the available dataset is imbalanced. then 

adopted extra tree classifier with k-fold technique after we balanced the dataset with SMOTE. we have achieved the best accuracy 

with respect to the classification accuracy in the literature, the obtained accuracy of our proposed model was higher than the used 

approaches in the related works. The new model for classifying the Parkinson's disease-dataset with class-imbalance data distribution 

achieved an accuracy of 96.52% by using our proposed method. The result shown that the dataset is lacked of balancing and it proves 

that the balancing in the dataset is important specially in medical classification. The impact of Optimal function selection, either 

automated by PCA or manually carried out, is clearly still being studied, and plays an essential role in improving the performance of 

machine learning. 
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I. INTRODUCTION

Parkinson’s Disease (PD) is recognized as a progressive 
neurodegenerative disease that has no cure yet. Different 
regions in the human brain, whether related to dopamine or 
not, are damaged by this disease. Older people mostly tend 
to suffer from this disease, and the number is expected to 
increase in the future. Even though many studies have been 
done to understand more about this disease, there is no cure 
for it as the particular reason that causes the disease is still 
unidentified. At the same time, statistics show that the 
number of infected individuals with PD is increasing. Motor 
and non-motor symptoms are signs of PD. Vital clinical 
signs of PD are impaired posture instability, resting tremor, 
bradykinesia, and rigidity [1]-[3].  

As studies showed, men are expected to be more affected 
by PD than women. So, the rate of males got infected with 
PD is higher than females. The probability of being affected 
by PD is due to many reasons such as ethnicity, heredity, 

and polluted environment. One of the common known PD 
evaluation methods is Unified Parkinson’s Disease Rating 
Scale (UPDRS) [4]. This method can be used to identify the 
development and risk of PD symptoms. It is based on a score 
resulting from the neurological assessment, which the 
specialist does. It is a subjective score that lacks sensitivity. 
Early detection of PD is very beneficial for many reasons, 
for instance, clinical and prognostic issues. As a result, many 
researchers have collected real data to predict this disease [5], 
[6]. 

Machine learning (ML) techniques could help the medical 
field process and analyze data that offer good solutions in 
this field in terms of high accuracy and less required time 
than conventional methods [7]. Utilizing the ML techniques 
needs an important parameter, that is, the dataset. Dataset is 
required data that is collected about the problem being 
studied. Different ML approaches and different datasets have 
been used in the medical field [8]. Accuracy of disease 
diagnosis and required time for the detection process are 
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always the main challenging parameters and researchers 
trying to improve [9].  

Regarding PD, Many ML techniques have been suggested 
and used for PD detection. Accuracy and processing time are 
still the main concern due to the big data for PD detection 
[10]. For instance, for PD progression, Least Square Support 
Vector Machine (LS-SVM) showed good performance as a 
regression method [11]. Features reduction for a hybrid 
system, classification, and clustering methods were 
introduced. It indicated that the incorporation of feature 
reduction or selection, feature pre-processing methods , and 
classification provides a classification accuracy of 100% 
[12]. The random Forest algorithm was tested and compared 
with other methods. Results showed that it is suitable for PD 
detection [13]. A fuzzy based nonlinear transformation 
method was proposed. Support Vector Machine (SVM) and 
Principal Component Analysis (PCA) were used to extract 
the optimal subset of features [14]. Meta-cognitive radial 
basis function network by Projection-based learning method 
was proposed for PD prediction [15]. The expectation-
maximization algorithm and Genetic programming were 
combined to developed a hybrid system for PD detection 
[16]. Parallel neural networks have been suggested for PD 
detection. The performance results showed more than 8 % 
enhancement on the system performance than a single neural 
network [17]. Clustering machine learning and Incremental 
support vector machine methods were applied as an 
intelligent system for PD detection. The Unified Parkinson’s 
Disease Rating Scale (UPDRS) detection accuracy, for Total 
and Motor , was 0.4656 and 0.4967, respectively [18].  

For efficient PD detection, several types of classification 
methods were evaluated. It was shown that the overall 
classification score for the neural network is improved to be 
92.9% [19]. Several methods such as General Regression 
Neural Networks, Support Vector Machine, Least Square 
Support Vector Machine, and Multilayer Perceptron Neural 
Networks were tested. The decision trees method was used 
for PD detection from voice data features. The obtained 
accuracy was 90% [20]. A fuzzy k-Nearest Neighbor method 
was applied for PD detection. Principal Component Analysis 
was applied to increase the accuracy to be 96.07% [6]. For 
Genetic Algorithm-Wavelet Kernel-Extreme Learning 
Machine (GA-WK-ELM), the accuracy of using this method 
for PD detection was 96.81% [21]. Support Vector Machine 
classifier was applied to get overall accuracy of 97% for the 
PD detection [22]. Particle swarm optimization (PSO) 
enhanced fuzzy k-Nearest Neighbor technique was 
introduced as a PD diagnosis system. The obtained accuracy 
of this technique was 97.47% [23]. Expectation-
maximization (EM) algorithm and principal component 
analysis (PCA) were employed with Adaptive Neuro-Fuzzy 
Inference System (ANFIS) and Support Vector Regression 
(SVR) models for PD detection. The obtained accuracy of 
this technique was 98.20% [8]. Feature reduction, clustering, 
and classification algorithms were proposed as a hybrid 
system for PD detection. The achieved accuracy of this 
proposed system was 100% [12]. 

However, PD causes speech impairments for patients. 
Speech impairments are one of the earliest and significant 
symptoms for the early diagnosis of PD. Therefore, speech 
and voice signals investigation and analysis have drawn a lot 

of attention for PD prediction. Different studies are related to 
the classification techniques and methods of PD voice data 
sets. Several of these studies are listed here. The speech and 
voice symptoms frequency of 200 PD patients were recorded, 
categorized, and examined. Decision trees were used to 
classify the voice samples of healthy and patient individuals. 
The classified voice samples were examined using a 
threshold-based method to determine PD patients [20], [24].  
A hybrid Artificial Intelligence based classifier method was 
proposed for early identification of PD. Lagrangian Support 
Vector Machine (LSVM) and Multi-Layer Perceptron (MLP) 
were used first for features selection then classification. The 
overall accuracy was 100% [25]. Voice impairment 
(dysphonia) was tested using Support Vector Machine 
(SVM), Random Tree (RT), and Feedforward Back-
propagation based Artificial Neural Network (FBANN) ML 
classifiers. FBANN classifier has achieved the best 
performance with 97.37% recognition accuracy [26]. 
Automatic Relevance Determination (ARD) was 
incorporated with Gaussian process for effective feature 
selection. The accuracy based on voice samples of 42 PD 
patients was 96.92% [27].  

Synthetic Minority Over-Sampling Technique (SMOTE) 
method was employed as a data preprocessing step to 
convert imbalanced dataset to balanced class distribution 
dataset [28]. After that, Random Forests classification 
technique was employed for PD classification of 756 
attributes (192 healthy and 564 patient). The obtained 
accuracy by using only Random Forests classification was 
87.037%. Meanwhile, the achieved accuracy of using a 
hybrid method of Random Forests classification and 
SMOTE was 94.89%. 

High rate of vocal disability tends to happen due to early 
stages of PD. This has attracted researchers’ attention to 
putting more effort into studying and analyzing speech 
signals to detect PD early. Tunable Q-factor wavelet 
transform (TQWT) was introduced for feature extraction 
from voice signals [29]. This study presented the efficiency 
of using TQWT compared with the up-to-date feature 
extraction methods used in the detection of PD. The voice 
signals in this study were collected from 252 individuals 
(188 patient and 64 healthy). The extracted feature subsets 
were applied to multiple classifiers in combination 
with ensemble learning approaches. TQWT showed 
comparable results to the recent voice signal processing 
methods employed for PD classification. Combining Mel-
frequency cepstral  (MFC) and TQW  coefficients via filter 
feature selection technique provided complementary 
information of PD classification, improving the overall 
system performance. The obtained accuracy in this study 
was 86%.  

The contribution was to improve over the obtained results 
in previous study [29]. In addition to improvements in terms 
of the used classifier and accuracy  [28], the 754 features, as 
the whole feature sets, extracted from 252 patients in the 
dataset for PD detection based on voice signals. This work's 
proposed methodology, which is based on utilizing SMOTE 
due to the dataset with an imbalanced dataset then adopted 
an extra tree classifier with k-fold technique after we 
balanced the dataset with SMOTE. 
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II. MATERIALS AND METHOD 

A. Dataset  

The sample of the dataset for Parkinson's disease is from 
the UCI network [30]. This dataset includes 753 features and 
756 samples. This dataset is also a problem of two classes: 
564 Parkinson patients and 192 healthy trials. This dataset is 
thus unbalanced. The 2018 Parkinson disease dataset was 
developed by Sakar et al [29]. Attributes from voice signal 
processing techniques have been collected. Data from 188 
PD patients (107 males and 81 females) between the ages of 
33 to 87 have been taken from the PD dataset [29]. Figure 1 
describes the Parkinson disorder sample type distribution. 
Two groups, one green (majority) and one red (minority). 
This graph reveals two sections. There is a great deal of 
inequality amongst these groups. 

 

 
Fig. 1  dataset classes distribution 

B. The Proposed Approach 

This research is a new approach to identify the PD dataset 
using the SMOTE and Extra Trees Classifier in an 
unbalanced class distribution. First step, the problem of 
unbalanced dataset was handled using the SMOTE method 
in the PD dataset. PD datasets have then been transformed 
into a representation of the balance class with SMOTE. The 
block diagram of this hybrid system is seen in Figure 2. 
Second step is to use the balanced dataset with Extra Trees 
Classifier in order to detect the PD patients in the dataset. 

 

Parkinson Speech Dataset

SMOTE (Synthetic Minority 
Oversampling Technique)

ExtraTrees Classifier 

Parkinson Healthy

 
Fig. 2 Flowchart architecture for Parkinson classification 

C. SMOTE 

Synthetic Minority Over-sampling Technique (SMOTE) 
is a modern technique for over-sampling the minority 
community through processing, then de-sampling, artificial 
specimens [31]. One of the latest approaches is SMOTE, 
which is used to resolve class inequality issues in machine 
learning. Figure 3 displays the SMOTE algorithm 
schematically. 
 

 
Fig. 3  the SMOTE algorithm representation diagram [32] 

 
The new class distribution of the PD dataset as seen in 

Figure 4 applied the SMOTE Approach to PD datasets. As 
seen in the below figure, using the SMOTE synthetic 
experiments process, the number of small group (healthy) 
samples has increased. The problem of the unbalanced class 
was dealt with in the PD dataset classification using SMOTE 
algorithms. In total, 192 tests in the PD data collection have 
a healthy group and Parkinson's disorder category have 564 
tests. The number of stable population samples in the PD 
dataset has increased and improved from 192 to 564 samples 
since adding the SMOTE approach to the PD dataset. There 
have been no changes in the number of samples in the 
Parkinson disease group. 

 

 
Fig. 4 classes after applied SMOTE 

D. Extremely Randomized Trees Classifier (ExtraTrees 
Classifier) 

Extremely Randomized Trees that is known as ExtraTrees 
classifier which used in Compared to random decision 
forests, this distinction is distinct from how randomness is 
applied through training. Multiple trees are learned to build 
an extra Trees-classifier, each tree is trained in all training 
information. The optimal split in a node is identified in a 
subset of all possible features through analysis, and is 
equivalent to the random decision tree. A specific threshold 
for each feature is randomly selected instead of looking for 
each feature's right threshold. The one that corresponds to 
the highest improvement in the score is chosen from such 
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random groups. During preparation, the greater degree of 
randomness generates more individual trees and reduces the 
variance further [33]. Because of these additional leaves, 
there are far stronger performance than random forests. 5% 
of training data was collected at random in order to reduce 
the training time for the classifier training. The classifier is 
then built to combine the above features with a 208-
dimensional vector. The Extra Trees classifier used in this 
research is to classify PD datasets with a class-balanced 
algorithm distribution after SMOTE was used. 

III. RESULTS AND DISCUSSION  

In this study, a new model for classifying the Parkinson's 
disease-dataset with class-imbalance data distribution based 
on voice signal is presented. The hold-out approach of 80% 
of the dataset used for training and 20% of it been used as 
test set, the 10-fold cross validation were used for the train 
and evaluation of the Extra Trees Classifier. The 
classification accuracy was used for determining the 
suggested approach as a performance measure. Table 1 
shows the findings of the Extra Trees Classifier in PD 
Dataset classification and in the 10-fold cross-validation 
after SMOTE method were applied on the dataset. As seen 
in Table 1, Extra-tree classification findings of the PD 
classification with the ExtraTrees classifier were obtained in 
the PD dataset. First, the SMOTE was applied on the dataset. 
Secondly, ExtraTrees Classifier was used on the enhanced 
dataset; and finally, 10-fold cross-validation process was 
applied, which is repeated 10 times (the folds), with each of 
the 10 subsamples used exactly once as the validation data. 
Both methods, SMOTE and Extra Trees methods, are 
explained in details in the previous section. Using SMOTE 
and ExtraTrees methods exhibited encouraging findings in 
differentiating between healthy and PD patients based on 
their voice signals as presented in Table 1. 

TABLE I 
RESULT OF OUR PROPOSED MODEL COMPARED TO OTHER METHODS IN 

PARKINSON DETECTION. 

Techniques Accuracy 

TQWT + MFCC + Concat [34] 86.90% 
XGBoost + mRMR feature selection [35] 95.39% 
Support Vector Machine + Wrappers Feature 
Subset Selection [36] 

94.70% 

mRMR + SVM-RBF [29] 86.00% 
SMOTE and Random Forests [28] 94.89% 
Our Proposed Model (SMOTE and ExtraTrees 
Classifier) 

96.52% 

 
Our proposed model using SMOTE and ExtraTrees 

Classifier has achieved the best accuracy (96.52%) with 
respect to the literature's classification accuracy,as shown in 
Table 1. Our proposed model has achieved higher 
classification accuracy than the used approaches in the 
related works. This work's obtained accuracy was 9.62% 
higher than the reported accuracy in [34] that used (TQWT + 
MFCC + Concat) approach. Also, it is 1.13% higher than the 
used approach in [35] ,which used XGBoost classifier with a 
minimum redundancy-maximum relevance (mRMR) feature 
selection. Moreover, our proposed approach has achieved 
accuracy 1.82% higher than the achieved accuracy in [36] 
that used Support Vector Machine classifier with a feature 

selection method called Wrappers Feature Subset Selection 
in [29], mRMR feature selection was used with SVM-RBF 
as a classifier. However, our proposed approach has 
achieved accuracy 10.86 % higher than their reported 
accuracy. 

Although our proposed approach has achieved accuracy 
higher than the achieved accuracy in [28] where SMOTE 
technique with Random Forests Classifier were used. It is 
important to state that the obtained result showed 
imbalanced dataset and it proves that the balancing in the 
dataset is vital, especially in medical classification. Our 
proposed approach shows the capabilities of using machine 
learning in the medical field significantly. 

TABLE II 
RESULT OF OUR PROPOSED MODEL COMPARED TO OTHER METHODS IN 

PARKINSON DETECTION. 

 Precision Recall F1-Score Accuracy 

Not-

Parkinson 

0.95       0.97      0.96        
96.52% 

Parkinson 0.96       0.94      0.95        
 
Table II shows the results obtained by our proposed 

model and measured by Precision, Recall, F1-Score and 
Support for the two classes in the dataset. This validate the 
accuracy which is mentioned in Table I and Table II.  

IV. CONCLUSIONS 

This paper describes the machine learning method's 
findings to automatically identify clinical data and aid in 
diagnosing patients with Parkinson's disease. Our proposed 
approach provides more consistent results among all the 
experiments that have been achieved in the related works. 
The impact of Optimal function selection, either automated 
by PCA or manually carried out, is clearly still being studied, 
and plays an essential role in improving the performance of 
machine learning. Moreover, a comparison of the different 
segments according to the way the vocal tract is articulated 
or restricted must be dealt with in future research on 
automatically detecting PD patients' voice. The precision of 
these approaches shows that these systems may be applied in 
the clinical field in addition to other clinical observations 
and tests to support diagnosis of PD, as a part of a 
multimodal system or additional to other tests and clinical 
observations.  

Another future research involves the study of new 
multimodal systems, in order to support diagnosis, which 
combines speech with other inputs. In addition, one more 
move is to study this and other related structures in clinical 
environments to show their effectiveness thorough real 
clinical trials. Finally, the findings indicate that PD impacts 
the whole joint series and more specifically regulates 
phonetic units that involve a higher narrowing of the vocal 
system. For this function, it is possible to determine the 
existence of PD from speech by means of automated 
detectors by evaluating phonically controlled speech 
activities. 
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