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Abstract— The machine learning approach can help Geoscientists do their work in well log analysis to developing the oil and gas field. 

Prediction categorical or numerical response variable using a set of predictor variables supervises and semi-supervises learning is an 

important goal of the machine learning approach in classifying lithofacies using well log data. Semi-supervised classification offers the 

possibility of exploring the structure of the data without entirely external knowledge or guidance in the form of target or class 

information, and semi-supervised is very rarely research in the field of lithofacies classification.  Well log data in gamma-ray, resistivity, 

neutrality, and density logs are collected and selected for data processing and transformation. The use of machine learning algorithms 

such as Naïve Bayes, SVM, and Decision Tree is to find the log pattern or pattern classifications of lithofacies in supervised and semi-

supervised to create a model with conditions requiring the change of data and the corresponding requirements. All supervised machine 

learning algorithms have the best accuracy because algorithms provide useful predictive in classifications based on the target but not if 

there are no targets given or semi-supervised. This paper compares some of the famous classification algorithms of machine learning, 

such as Decision tree, SVM, and Naïve Bayes, on classifying lithofacies with supervised and semi-supervised learning. This research 

found that the semi-supervised learning of Naïve Bayes has performed well in classified lithofacies. In contrast, in supervised learning, 

Decision Tree and SVM are superior in accuracy and visualization approach based on expert’s interpretation. 
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I. INTRODUCTION

Generally, machine learnings used to predict the 

probability of hazards such as in engineering, earthquakes, 
and weather forecasts also predict the dangers. Many 

researchers have been conducting to predict and classify 

lithofacies using well log curves data [1 that use CNN 

(Convolutional Neural Network) [2], [3], Random Forest [4], 

[5], Neural Network, and Ad boost [6], KNN clustering [7], 

Gradient boosting classifier [8] algorithms. 

Predicting a categorical or numeric response variable using 

a full predictor variable set or supervised and partially or 

semi-supervised learning is the primary goal of machine 

learning. Supervised classification offers the possibility of 

exploring the data structure with any external knowledge or 
guidance in target or class information and often reveals 

features that are expected using the expert bias. In general, 

supervised learning in machine learning is widely used and 

researched to conduct data classification based on the 

specified target or label. The predictive model is given a 

bright instructional start from the beginning, like learning and 

how the historical data learned.  

Semi-supervised classification offers the possibility of 

exploring the structure of the data without entirely external 

knowledge or guidance in the form of target or class 

information. It often reveals features that were and not 
expected, avoiding the total expert bias which supervised 

methods build. Semi-supervised is very rarely research in the 

field of lithofacies classification. 

Many researchers have investigated the technique of 

combining the predictions of multiple classifiers to produce a 

single classifier. Ensemble machine learning consists of a 

combination of multiple Artificial Intelligence algorithms. 

Two popular methods for creating accurate ensembles are 

Bagging and Boosting. These methods rely on “resampling” 

techniques to obtain different training sets for each of the 

classifiers, a comprehensive evaluation of both Bagging and 

Boosting using two basic classification methods (Decision 
trees and neural networks). Bagging is probably appropriate 

for most problems, but boosting (either Arcing or Ada) may 

produce more significant gains inaccuracy [9]. A powerful 

542



solution of ensemble machine learning is for an efficient 

FPGA implemented using Long Short-Term Memory 

Networks (LSTM) in a classification problem with three 

different classifiers representing the Base Learners 

aggregated to obtain the best classifier [10].  

The concept of computers is access to data and learning 

specific tasks without explicitly planned in overcoming 

problems such as detecting, classifying, diagnosing, selecting, 

and predicting for all the attributes present in the geological 

model. When retrieving data and providing the final decision 

of the analysis probability model produced, it can capture the 
uncertainty between cause-effect scenarios in the oil and gas 

industry [11]. Machine learning produces a model with high 

prediction accuracy. It uses to rank and select to minimize 

predicted mistakes obtained from the training dataset [12].  

This research used well-known machine learning 

algorithms, such as Naïve Bayes, SVM, and Decision Tree, to 

classify lithofacies from well log data. Their predictions can 

be either numerically based on the confusion matrix (also 

called contingency tables) [13] and by a black-box approach 

based on the traditional method from an expert’s knowledge 

base on the visualization approach. The motivation research 
employs Naïve Bayes, SVM, and Decision Tree in supervised 

and semi-supervised learning only. These three algorithms are 

not in much use in lithofacies prediction and classification 

research. This research fundamentally compares these 

machine learning algorithms to analyze the results directly in 

the well log data to work on the prediction and classification 

of lithofacies. 

A. SVM Classifier 

SVM represents algorithms machine learning-based 
supervision to perform classification and regression [14], [15]. 

SVM classifiers and classification are double the maximum 

margins used to classify the dataset separated linear and non-

linear [16]. The ability of SVM to model complex data at 

linear decision boundaries is very accurate because it 

functions as a decision-maker [17]. SVM equations use vector 

support machines to obtain optimal hyperplane for linearly-

separable patterns, can expand a pattern that cannot be 

linearly separated by the transformation of the original data 

mapped to a new space. Vector Support is the data point 

closest to the decision-making surface (or hyperplane), as 
shown in Fig. 1. 
 

 
Fig. 1  The data points are the hardest classified, so it requires the support-

vector of data that has a direct link to the optimal location of the surface as 

decision making can formulate as Equation (1). 
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With,  

WT  = vector (W1, W2, W2,......... Wi) 

b = Bias (W0)  

X = variable. 

The SVM performs well in prediction by using 

petrophysical logs and inverted seismic attributes data [18]. 

B. Naive Bayes Classifier 

It is a very well-known statistical learning algorithm and is 

widely recommended as an introductory level classification 
compared to other algorithms [19]. It is called Naive Bayes or 

idiots Bayes because it performs probability calculations for 

each of the hypotheses are simplify in making calculations 

that can be applied. Naive Bayes predicts a conditional class's 

probability if a given class is an independent input to each 

other. This assumption generates the product's discrimination 

function from the probability that the correct class has given 

input. Issue predictive modeling classification can frame the 

calculation of the conditional probability of class labels given 

sample data.  

The machine learning algorithm or model is a specific way 
of thinking about structured relationships in data. In this way, 

a model can regard as a hypothesis of data relationships,  the 

relationship between input (X) and output (as in Equation 2). 

Bayes Theorem is a useful tool in machine learning that 

provides a way of thinking about the relationship between 

data and models. Posterior theorem probability P (C | X) can 

calculate from P (C), P (X), and P (X | C). Therefore, 
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With: 

P (C | X) = Class probability target posterior. 

P (X | C) = Class probability predictor. 

P (C)       = Class probability being true. 

P (X)      = The main probability of the Predictor (y). 

C. Decision Tree 

Decision Tree is a famous machine learning algorithm used 

to solve classification problems. The primary purpose of 

using the decision tree is to predict the target class using the 

decision rules taken from the previous data  [20], generally 

used in data mining. The purpose is to create a model that 

predicts the value of the target based on multiple input 

variables. Use nodes and segments for predictions and 

classification. The root node classifies instances with different 
features. The root node can have two or more branches, while 

leaf nodes represent the classification. The decision tree 

selects each vertex by evaluating the highest information 

acquisition among all attributes [21]. The Decision tree 

describes a combination of mathematical and computational 

techniques to help with descriptions, categorization, and 

generalization of the given data set following Equation (3). 
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The dependent, Y variable, is the target variable that can 

understand, classify, or describe. Vector x consists of features, 

x1, x2, x3,......... xk, which uses in the task. 

II. MATERIALS AND METHOD 

This research used Geolog software to run Python 

programs and show the interpreter's panels to do analysis 

easily and check. The interpreter determined the machine 
learning algorithms if the lithofacies classifications are 

perfectly matching with the traditional interpretation or not. 

The following materials and methods can describe as 

following. 

A. Material 

The datasets in this research were obtained from open-

source data provided by the American Department of Energy 

and RMOTC. Only selected well log data are used as they 
consider representing the oil and gas field of Teapot Dome. 

Some well log data are used as features. It has been interpreted 

as a target of lithofacies by an expert for supervised and semi-

supervised learning. The process of selecting features in the 

data contributed to the greatest of the predicted variables 

(labels) or outputs. Having irrelevant features in data can 

degrade the model's accuracy, primarily linear algorithms 

such as linear regression and logistics. The 3 (three) Benefits 

of making feature selection before modeled data are: 

 Reduce Overfitting: Make sure there are not enough 

data to produce decisions that are influenced by the 

presence of noise. 
 Improve accuracy: Avoid data that can be misleading 

in order to make the modeling accuracy higher. 

 Reduce training time: fewer data, then the algorithm 

can be trained faster. 

The well log data features selected in this research is the log 

data as follows: 

 Gamma-ray (GR) is a method to measure the radiation 

of the Gamma rays produced by radioactive elements 

(Uranium, Thorium, Potassium, Radium) in rocks are 

generally many contained in the shale and fewer 

contained in sandstone, limestone, dolomite, coal, 

gypsum. Furthermore, the shale provided a very high 

response gamma-ray value compared to other rocks 

with a log analysis of gamma-ray to identify lithology, 

distinguishing the reservoir zone from a non-reservoir 

zone. 

 Resistivity (ILD) is a method to measure the resistance 

of reservoir rocks/formations and substances in or 
around drill holes against electric current expressed in 

OHM's law. Resistivity log analysis can identify porous 

and permeable rocks that contain hydrocarbon fluid or 

water. 

 Density (RHOB) is a method to measure the porosity of 

the formation rocks radiates gamma rays into the drill 

holes used to find the minerals on the evaporite 

precipitate, detecting the gas-containing coating, as 

well as determining hydrocarbons density contained in 

rock pores. Based on density value, it helps find the 

rock layer with fluid in the form of gas (low-density 
value), water fluid, or oil fluid (high-density value). 

 Neutron (NPHI) is a method for measuring the 

hydrogen index (ratio of hydrogen/cm cubic atomic 

concentration to pure water content at 75 oF) in rock 

formations. By measuring the hydrogen index on the 

pores of the rocks, if the thickness rocks are porous, 

then the more hydrogen content and the higher the 

hydrogen index, many rocks containing hydrogen can 

interpret as having high porosity. 

While the given target or label of lithofacies is divided into 

2 (two) facies as binary classification, they can be called SS 

and SH and created by an expert, the interpretation based on 
the value of the well log data. All features, labels, or targets 

of lithofacies are shows in the log panels where the numerical 

values of data can be visualized for an expert to interpret 

quickly and easily, as shown in Fig. 2. 

 

 
Fig. 2 From left to right panels, the first panel is the numerical data. The second panel is log curves, representing the numerical values, and the third panel is for 

target or labels. The fourth panel is for representing the target lithofacies. 
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B. Method 

In this research, well log data in the form of gamma-ray, 

resistivity, neutrality, and density logs are collected and 

selected for data processing, transformation, data mining first. 

The machine learning (Naïve Bayes, SVM, and Decision Tree) 

can find the pattern or pattern classifications of lithofacies in 

supervised and semi-supervised to create a model with 

conditions requiring the change of data and the corresponding 
requirements of the user's interpretation, as shown in Fig. 3. 

 

 
Fig. 3 The workflow of machine learning using Naïve Bayes, SVM, and 

Decision tree that used in this research.  

 

We used gamma-ray, resistivity, neutron, and density logs 

data for feature data. And lithofacies as the target. They need 

to be confirmed and validated their accuracy of lithofacies 

prediction for output as knowledge discovery. The log 

interpretation technique uses log curves data to classify 

sandstone or limestone and hydrocarbon zone lithology, as 

shown in Fig. 4. 
 

 
Fig. 4  For oil reservoir zone, gamma-ray and resistivity log, whether 

deflection goes to the right (high value indicates shale) or left (low value 

indicating shale).  

 

In the density and neutron log plot techniques, deflection 

can go to the right or left with arch curve patterns intersecting 

to show the reservoir zone. If the curves do not cut each other 

for non-reservoir zones, Neutron-density plots can also show 

the type of fluid (oil vs. gas vs. water). For the oil reservoir 

zone, gamma-ray and density-neutron log curves deflection 

go to the left, and the only resistivity goes to the right. A low 

value of Gamma-ray is due to the low radioactivity of Th, K, 

and U contents. Resistivity log responds to hydrocarbons, 

which are not conducive, providing higher resistivity. The 

Combination Neutron-Density Log is a combination porosity 
log. Besides its use as a porosity device, it is also used to 

determine lithology and detect gas-bearing zones. 

This study used 70/30 slicing data. For model evaluation, 

we compared the accuracy of machine learning algorithms 

such as SVM, Naïve Bayes, Decision Tree in classifying 

lithofacies by their root mean square error RMSE value 

(Equation 4). If predicted machine learning produced a lower 

RSME value, it implies excellent predictive accuracy. 

The following is a formula of RMSE: 

 RMSE � sqrt� �
& ∑ �()*+	,-*+. − 0,-102.�3�&.�  (4) 

Where: N = amount of data 

We also used the black-box approach, which is to get 

answers by treating the system precisely. This black box does 

not know its internals, thus understanding its behavior only by 

processing its input and figuring out what is exciting in the 

outputs by checking its visualization of classification inside 

the gamma-ray log panel. This approach can provide an 

excellent framework to get many insights and has worked well 

in other fields, all the way from the sciences to the social 

domain. 

III. RESULTS AND DISCUSSION 

This research aims to evaluate supervised and semi-

supervised classification between machine learning 

algorithms on their accuracy and visualization. After 

comparing how much a particular model can distinguish all 

classes, the supervised learning result is shown in Table 1. 

TABLE I   

CONFUSION MATRIX SUPERVISED 

Algorithms Accuracy F1 Precision Recall Support 

Naïve Bayes  0.91 0.90 0.90 0.91 2892 
SVM 0.93 0.93 0.93 0.83 2892 

Decision Tree 0.99 0.99 0.99 0.99 2892 

 

As in Table 1, the Decision Tree has the best accuracy 

achieved among the predictors. Moreover, algorithms provide 

useful predictive in classifications based on the target given 

and can predict wellbore to make supervised learning 
predictions. Decision tree and SVM can predict well in 

supervised learning. Furthermore, all machine learning 

algorithms offer predictive results or classifications; in 

sequence, the supervised learning predictions of SVM, Naïve 

Bayes, and Decision Tree are displayed inside the log curve 

of the gamma-ray log panel in Fig. 5, 6, and 7, respectively. 
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Fig. 5  Classification of SVM semi-supervised and supervised. 

 

The supervised panel shows that the classification of SVM 

has good predictions in some places along the wellbore and 

able to meet the criteria of the log interpretation. The accuracy 

has a high value of 0.93 in supervised and semi-supervised. It 

has an accuracy of 0.95, and the visualization looks good by 

an expert for making lithofacies prediction. 

 

 

Fig. 6  Classification of Naïve Bayes semi-supervised and supervised. 

 

The supervised. The panel shows that the classification of 

Naïve Bayes has the right prediction and satisfies the criteria 

of the log interpretation with an accuracy of 0.91. In semi-
supervised panel has an interesting thing, as it is still suitable 

in performing log prediction even there are no labels. It can 

predict the target along the well, from start to end depth of 

well with 0.89 accuracies. 

Figure 7 describes that the supervised panel shows that the 

Decision Tree has advantages in predicting and satisfies the 

log interpretation criteria with an accuracy of 0.99. In semi-

supervised, it has good accuracy of 0.99 as well, but not in 

doing proper classification along well path data from start 

depth to the bottom of the well if there is no label. 

 

 
Fig. 7  The result of the classification of semi-supervised and supervised 

using Decision Tree displayed inside the gamma-ray log curve.  

 

The predicted value from all supervised algorithms 

machine learning is displayed along with the log curve, as 
shown in Fig. 8. 

 

 
Fig. 8 The result of the classification of supervised machine learning is 

displayed inside the gamma-ray log curve.  

 

The panel shows that the Decision Tree has advantages in 

predicting by looking its result in the panel from start depth to 

the end of the well while Naïve Bayes Tree and SVM are not 

properly classified. The accuracy of the classification of semi-

supervised learning with several machine learning methods, 

as shown in Table 2. 
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TABLE II 

CONFUSION MATRIX SEMI-SUPERVISED 

Algorithms Accuracy F1 Precision Recall Support 

Naïve Bayes 0.89 0.88 0.87 0.89 1933 
SVM 0.95 0.95 0.95 0.95 1933 

Decision Tree 0.99 0.99 0.99 0.99 1933 

 

As in Table 2, the Decision Tree has the best accuracy 

achieved among the predictors. Moreover, this is because 
algorithms provide useful predictive in classifications based 

on the target but not if there is no target given along wellbore 

to make semi-supervised learning predictions compared to 

Naïve Bayes. The decision tree and SVM failed to predict all 

data without supervision, as shown in the log curve of the 

gamma-ray panel Fig. 9.   
 

 
Fig. 9  Classification of semi-supervised machine learning displayed inside 

the gamma-ray log curve.  

 

The panel shows that Naïve Bayes has advantages in 

predicting by looking its result in the panel. It can classify 

from start depth to the end of the well while Decision Tree 

and SVM are not classifying if there are no labels given. The 

RMSE calculation is the average value of the number of errors 

from the three machine learning algorithms for classification 

of lithofacies model, as shown in Table 3.  

TABLE III 

RMSE RESULTS CLASSIFICATION OF MACHINE LEARNING 
NO Well SVM Naïve Bayes Decision Tree 

  Accuracy Train 

Score 

(RMSE) 

Accuracy Train 

Score 

(RMSE) 

Accuracy Train 

Score 

(RMSE) 

1 49025104270000 0.95700 0.17 0.90187 0.25 0.95645 0.16 

2 49025104280000 0.95690 0.16 0.90575 0.24 0.97011 0.13 

3 49025107290000 0.92461 0.18 0.69981 0.48 0.93710 0.19 

4 49025107310000 0.99320 0.08 0.97572 0.16 0.99029 0.10 

 Average 0.95792 0.1475 0.87078 0.28250 0.963487 0.145 

 

As can be seen in Table 3, low RSME value indicates the 

variation generated by a prediction approximates the variation 

of real or observational value. The model train score showed 

that the Decision Tree is better than Naïve Bayes and SVM. 

IV. CONCLUSION 

From this research, we concluded that SVM and Decision 

tree algorithms are superior compare to Naïve Bayes in 

supervised learning to classifying lithofacies with high 

accuracy value. However, the best RSME score falls on the 

Decision tree. As for semi-supervised only naïve Bayes 

algorithm is superior compared to other algorithms in 

conducting visual classification. It can make predictions along 

the wellbore trajectory but not with its accuracy and RSME 

values than SVM and Decision Tree. 

Naïve Bayes wears all predictors to use Bayes rules and 

assumptions of independence between predictors. However, 

the Decision Tree wears all predictors assuming dependency 

between predictors, making it possible for Naïve Bayes to 

performed predictions along the wellbore trajectory in 

supervised learning.  
SVM itself is like having an advantage in the predictions 

of lithofacies in supervised and semi-supervised based on the 

targets given even though the outcome of the accuracy value 

and RMSE and the visual interpretation is less satisfactory 

than the Decision tree and Naïve Bayes. This classification 

technique applied to log data using a machine learning 

approach such as Naïve Bayes, SVM, and Decision Tree 

algorithms demonstrate its advantages in lithofacies 

interpretation workflow for reservoir evaluation as in 

traditional process. To improve the classification performance, 

we suggest using an ensemble classifier that consists of 
combining some machine learning algorithms. 
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