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Abstract—A fundamental problem in data clustering is how to determine the correct number of clusters. The k-adaptive medoid set 

ant colony optimization (ACO) clustering (METACOC-K) algorithm is superior in solving clustering problems. However, METACOC-

K does not guarantee in finding the best number of clusters. It assumed the number of clusters based on an adaptive parameter strategy 

that lacks feedback learning. This has restrained the algorithm in producing compact clusters and the optimal number of clusters. In 

this paper, a self-adaptive ACO clustering (S-ACOC) algorithm is proposed to produce the optimal number of clusters by incorporating 

a self-adaptive parameter strategy. The S-ACOC algorithm is a centroid-based algorithm that automatically adjusts the number of 

clusters during the algorithm run. The selection of the number of clusters is based on a construction graph that reflects the influence of 

a pheromone in algorithm learning. Experiments were conducted on real-world datasets to evaluate the performance of the proposed 

algorithm. The external evaluation metrics (purity, F-measure, and entropy) were used to compare the results of the proposed algorithm 

with other swarm clustering algorithms, including a genetic algorithm (GA), particle swarm optimization (PSO), and METACOC-K. 

Results showed that S-ACOC provides higher purity (50%) and lower entropy (40%) than GA, PSO, and METACOC-K. Experiments 

were also performed on several predefined clusters, and results demonstrate that the S-ACOC algorithm is superior to GA, PSO, and 

METACOC-K. Based on the superior performance, S-ACOC can be used to solve clustering problems in various application domains.  
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I. INTRODUCTION

Clustering is a data-mining technique that aims to classify 
data into different groups [1]. This technique organizes 
unknown data as a set of groups called clusters. The similarity 
of the items in each cluster is measured based on the extracted 
features among the data. The extracted features present the 
relationship and similarities among various types of data [2]. 
Clustering, as an unsupervised technique in which no class is 
utilized to predict the result, helps organize different 
collections of data. Such an approach can be highly beneficial 
to classifying data. The majority of data worldwide are 
unlabeled. Thus, the classification technique cannot be 
applied. The outcome of clusters produced is based on internal 
criteria, which measure the similarity of members within each 
cluster and among clusters [3]. Clustering methods can 
generally be classified into deterministic and optimization 
approaches. Deterministic approaches employ classical 

clustering algorithms, whereas optimization approaches 
regard clustering as an optimization problem. Similarity can 
be measured according to the clustering problem's target, such 
as using the minimum squared error for centroid and medoid 
or the density of members in each cluster or as a tree in 
hierarchical clustering. This scenario affects structural 
clusters, the specification of clusters, and the number of 
clusters produced, known as k. The number of clusters in 
unsupervised learning, which is often considered a parameter 
required to be optimized [4], is a vital hyperparameter for 
most clustering algorithms and generally unknown. 
Accurately determining the parameter value is a crucial task 
when the only information available is the numerical values 
of different features. Despite the existence of diverse 
algorithmic approaches for solving this problem, no de facto 
optimal approach is available [4]. Researchers use different 
objective functions (validity indices) as guidelines for optimal 
partitions. The validity indices (CVIs) are a relative 
evaluation metric that considers cohesion and separation 
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criteria to determine the optimal partitions reflecting the 
optimal number of clusters. Algorithms that utilize those 
CVIs as an objective function are normally called automatic 
clustering algorithms [5]–[7]. Several studies have utilized the 
particle swarm optimization (PSO) algorithm to generate the 
number of clusters using a validity index as an objective 
function with different conditions to improve the clustering 
results [8]–[11]. Such conditions have resulted in obtaining 
the best centroids for each cluster. The clusters are then 
examined to provide the best solutions. However, these 
studies did not consider any relationship among the obtained 
clusters, although the results have been improved by finding 
enhanced local centroids located in the best centroids [9]. 
Similar research has adopted a single validity index as an 
objective function of the artificial bee colony algorithm to 
determine the optimal number of clusters [12]. A single 
validity index has also been used in PSO algorithm whereby 
each particle will generate a clustering solution based on 
randomly generated centroids [13]. 

In this particular study, an encoding scheme based on the 
random number of clusters generated in each encoding and a 
threshold that was initialized as the static value will control 
the active clusters. Other studies have employed hybrid 
algorithms, merging the advantages of multi-objective PSO 
and simulated annealing for automated clustering. In 
particular, three validity indices are simultaneously optimized 
as a single-objective function to produce a suitable number of 
clusters [14]. Related research uses a hybrid algorithm that 
combines differential equations and fuzzy c-means for 
clustering. The algorithm utilizes a self-adaptive approach to 
the trade-off between exploration and exploitation. The 
mechanism is based on measuring the gap between two 
clustering solutions that reflect the diversity of the solutions. 
The value of the self-adaptive algorithm is used to identify the 
state of the search to move either towards exploration or 
actual exploration [15]. In 2017, the grey wolf optimizer was 
introduced as an adaptive algorithm for image segmentation  
[16]. The algorithm utilizes the Davies–Bouldin index as the 
objective function to determine the number of clusters. 
Nevertheless, the algorithm has only been applied in image 
segmentation, and the number of clusters is determined using 
an adaptive strategy. 

An important question in the process of solving the 
clustering problem is whether the current memory can handle 
different cluster numbers within each iteration. The answer is 
that due to the difficulty of memory management when 
different clusters exist in the same memory, the information 
used in the clustering assignment is related to several regain 
attempts on the search space and represents a diverse number 
of clusters. Management of the memory model is an essential 
issue for all algorithms and is considered the key that keeps 
the search process controlled with the trade-off between 
exploration and exploitation for optimal solutions [17]–[19]. 
Ant colony optimization (ACO) is one of the best algorithms 
employed in different application domains, such as 
classification, feature selection, and clustering [20]–[25]. In 
contrast to other algorithms, ACO uses an adaptive memory 
for its problem that requires to be optimized, and it is 
important for its performance in terms of achieving better 
results during the algorithm run [26]. The search regions are 
recorded in the adaptive memory of the algorithm to find the 

regions with the best clustering solutions, which has improved 
during the algorithm run. ACO is the only algorithm that 
responds to transferring the currently recorded search regions 
to future iterations to be used and improved for better 
solutions [27], [28]. The K-adaptive MEdoid seT ACO 
clustering (METACOC-K) algorithm is a medoid-based 
algorithm that follows the same framework as ACO for 
clustering problems [29]. This algorithm follows the same 
idea used in adaptive approach parameter selection to 
determine the number of clusters, k. However, the adaptive 
strategy utilized in the algorithm is based on a random 
assumption with no positive feedback representing the quality 
of k. The search process does not guide the algorithm, and 
each ant randomly generates k value as a prior step before 
performing the clustering assignment.  

For the parameter optimization problem, subject to solving 
the number of clusters, k, three approaches have been 
considered; they are adaptive, used by the METACOC-K 
algorithm; self-adaptive; and search-adaptive [30]–[32]. The 
self-adaptive approach employs the search space of the 
algorithm by adding parameter k into the search space. Hence, 
the algorithm optimizes k within its algorithm graph and 
during clustering optimization. The best value of k is 
optimized under the feedback of the clustering assignment. 
The search-adaptive approach utilizes an external algorithm 
that independently runs to optimize the parameter. The 
external algorithm employs its graph designed for k. The self-
adaptive approach is considered a better approach to use in 
this research, given only one parameter that does not require 
running other external algorithms. The run time required by 
the self-adaptive approach is less than the time spent by the 
external algorithm. The feedback of the self-adaptive 
approach is sufficient to identify the best value of k. 

This study proposes adding a self-adaptive approach that 
guides the search process for optimal k value selection and 
intensifies the search for the selected k value to find optimal 
clustering assignments. The feedback of each k value is 
important to direct the search process for selecting the optimal 
k value. This study extends the existing memory by adding a 
new search space entry representing all k values in the search 
space of ACO for data clustering (ACOC) algorithm, a 
centroid-based algorithm [33]. The new search space will be 
updated under the quality of the clustering assignment. The 
proposed self-adaptive ACOC (S-ACOC) approach will 
enhance the ACOC algorithm to optimize k value and 
improve clustering. 

II. MATERIALS AND METHOD  

The proposed self-adaptive approach for selecting the 
optimal number of clusters is integrated into the ACOC 
algorithm, the original algorithm used in clustering [33]. The 
only difference between METACOC-K and ACOC is that the 
former is medoid-based, whereas the latter is centroid-based. 
ACOC is a static algorithm that requires the number of 
clusters as input from the user. In this study, the ACOC 
algorithm has been used as the base algorithm because a 
centroid-based algorithm has a wide search space containing 
many cluster centers that must be optimized. This is in 
contrast to the medoid-based algorithm, where the number of 
cluster centers depends only on the number of instances. The 
research is conducted in three (3) stages; parameter tuning, 
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multi-memory assignment, and performance evaluation as 
shown in Fig 1.  

 

 
Fig. 1 The flowchart of the S-ACO algorithm  

 
In the first stage, an optimal value will be obtained from 

several values and assigned to a k, representing the number of 
clusters. The process of defining several memory spaces 
(multi-memory) in which each memory will store the 
information regarding only a parameter is performed. Each 
memory contains the best centroids obtained during the run 
and represents the best clustering assignment based on the 
information stored. This information is the amount of 
pheromone laid by the ants denoted here as the feedback 
represents the quality of the solution. The output of this stage 
is a clustering solution, which is evaluated in the third stage. 
In the evaluation process (third stage), the measurement of 
external metrics such as the purity, F-measure, and entropy 
are calculated. These are the common performance metrics 
used in the classification and clustering domains [34]. Note 
here the search space for the parameter, k, is in the range of 
[2, M], where M is a predefined parameter that represents the 
maximum number of clusters set by the user. The benchmark 
datasets used in the evaluation are from different application 
domains obtained from the University of California, Irvine 
(UCI) repository. Comparisons of the proposed algorithm 
were made with the genetic algorithm (GA), PSO, and 
METACOC-K algorithm. 

This study defines a new search space that contains all 
possible k values denoted as parameter memory that must be 
optimized, whereas the search space that contains the 
clustering assignment is denoted as assignment memory 
(multi-memory), as shown in Fig. 2. The proposed S-ACOC 
forces the ants to select a value for k from the parameter 
memory. It then performs clustering in accordance with the 
selected value. The value of k is selected in accordance with 
the amount of pheromone available on the nodes, in which the 
node with a high amount of pheromone has a high probability 

of being selected by ants. Each ant first selects a value for k 

and then generates random centroids. The number of 
centroids is equal to k. The generated centroids are used to 
perform a clustering assignment. This modification enables 
the algorithm to store the information about the clustering 
assignment separately in each assignment memory. Thus, the 
information representing the assignment of two clusters does 
not affect the information representing the remaining clusters 
[35]. 

 

 
Fig. 2 Self-adaptive approach of S-ACOC 

 
Data clustering can be described as an optimization 

problem that aims to optimize an objective function to 
minimize or maximize a predefined objective value. However, 
the objective of any clustering algorithm is to find the optimal 
configuration of groups generated by the algorithm. The 
mathematical formulation and computing procedure of S-
ACOC are presented as follows. Given � instances, S-ACOC 
automatically produces �  clusters, and each cluster has 
dissimilar compact instances of other clusters. Each ant 
performs clustering by assigning each instance to one unique 
cluster center, as shown in Equation (1). The instance that has 
a short distance with a cluster center is marked as an instance 
that belongs to that cluster center. Equation (1) uses only a 
pre-objective function to assign each instance to a close 
centroid because it cannot use an objective function to 
evaluate the overall clustering assignment. We need an 
additional post-objective function to evaluate the clustering 
assignment generated from Equation (1). Note that � is the 
total number of instances; ��  is the total number of instances 
belonging to the �th cluster; �� is the centroid of the �th cluster; 
and � is the global centroid [36].  

 ����	�
� ���� � ∑ ∑  ����� , ��� ���������  (1) 

where 

 ����� , ��� � ����� � ����  (2) 

Equation (3) is the post-objective function that maximizes 
a criterion to represent the optimal clustering assignment. The 
objective function used in this research is the Calinski–
Harabasz (CH) metric, which is an internal metric evaluating 
the optimal number of clusters ]37[ . The CH value is the 
objective function (Q) that guides the search process in the 
optimal clustering assignment. 
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where ()  is the within-cluster sum of the secured error 
(Equation (4)), and  *)  is the between-cluster sum of the 
secured error (Equation (5)) [38]. 

 *)!�" � ∑ ��‖�� � �‖�����  (4) 

 ()!�" � ∑ ∑ ���� � ���� ���������  (5) 

In S-ACOC, the clustering solution is modeled as a graph 
of nodes connected to each instance, and each instance has a 
number of nodes that are equal to k, as shown in Fig. 3. The 
graph is represented as a matrix of n by k, where n is the 
number of instances. Each ant will travel from node to node 
sequentially. Fig. 3 represents a clustering assignment of three 
clusters built by ants, which contains clustering strings of (1, 
2, 2, 3, 2, 3); each instance is assigned to the �th cluster. The 
clustering solution is performed using pheromone intensity 
and heuristic information. Each ant should first select k value 
from the parameter memory to generate random centroids for 
building clustering assignments. The final clustering solution 
can be represented as (3, 1, 2, 2, 3, 2, 3), where the first digit 
indicates k = 3. 

 

 
 

Fig. 3 Construction graph for S-ACOC 

 
In the graph, ants select a value for k on the basis of 

Equation (6), in which only pheromone information is 
available in making the decision. Once the ants select an 
appropriate k value, the assignment is performed until all 
instances are grouped when memory list ,� is full, and the 
ants construct a solution. 

 -. � / 0.1
2  ,    �3 4 5 46;

    8,         9ℎ��;�<�, (6) 

where S is calculated as 

 S � >?1@
∑ >?1@ABCD1EF

  (7) 

In Equation (6), 4 is a random value in the range [0–1], and 
46 is a predefined parameter value in the range [0–1]. If 4 > 
46, then the search is explorative. The pheromone update in 
S-ACOC deposits one node G of instance � to be considerably 
attractive in advance iterations. The amount of pheromone 
that should be deposited is calculated as  

 0H�,.1 ←  !1 �  K"0H�,.1  L �M�N H� O�P .1  ∈)RSTUVW��X TYRSU�Y�� (8) 

where Q is the value of the objective function (Equation (3)). 
 
The complete procedure of S-ACOC, consisting of seven 

steps, is as follows: 

Step 1 Initialization: The pheromone memory (PM) and 
parameter memory (ZO�) are set to 06, i.e., a small 
value of 0.1. 

Step 2   Initialization of all ants: A new iteration is started 
with all ants through an empty clustering solution, 
and each ant generates random centroids. 

Step 3  Parameter selection: An ant selects a parameter value 
(k value) from the parameter memory (ZO�) on the 
basis of Equation (6). 

Step 4 Selection of an instance: Each ant performs a 
clustering process with the assignment of all 
instances to centroids in sequence. The centroids are 
obtained randomly in Step 2.  

Step 5   Selection of the best ant: The best ant in the current 
iteration is called the best iteration solution, which 
produces the highest value of CH as a post-objective 
function by using Equation (3). The value of CH 
indicates the current optimal k in the current iteration. 
The iteration-best solution is compared with the best-
so-far solution that represents the best clustering 
solution of the overall iteration, and the better one 
will be the new best-so-far solution. 

Step 6   Updating pheromone trails: Only the best ant in each 
iteration is allowed to update the pheromone for its 
clustering solution for both memories, namely, PM 
and ZO�, by using Equation (8). Pheromone update 
is performed on the nodes of PM, and the best ant 
selects the current k in the current iteration. 

Step 7   Checking the termination condition: The algorithm 
stops when the number of iterations exceeds the 
prescribed limit, and the best-so-far solution is 
printed. Otherwise, Step 2 is repeated. 

III. RESULTS AND DISCUSSION 

The performance evaluation of S-ACOC is conducted 
using external evaluation criteria, including purity, F-measure, 
and entropy. The purpose of using such criteria for 
performance evaluation is that the existing clustering 
algorithm uses different objective functions that are 
calculated as the clustering solution on the basis of internal 
evaluation criteria, in which each objective function can 
provide diverse clustering results [39]. Using external 
evaluation is effective because the criteria are supervised 
approaches that calculate the clustering solution on the basis 
of trueness knowledge. The purity and F-measure evaluation 
criteria consider a clustering solution to be optimal if 
maximized. Conversely, the entropy evaluation criterion 
regards a clustering solution as optimal if minimized. Purity 
is the percentage of the total number of instances that are 
correctly categorized, as shown in Equation (9), where Ω = 
;1, ;2, … , ;� is the set of clusters, and Γ = ^1, ^2, … , ^G is 
the set of classes [40]. 

 Purity!Ω, Γ" � �
f ∑ 	��Gg;� ∩ �̂g�  (9) 

The calculation of F-measure is based on the measurement 
of precision and recall. Precision and recall are calculated 
using Equations (10) and (11), respectively. 

 Z��^�<�9� � ij
ijklj (10) 
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m�^�nn � ij
ijklf (11) 

where TP is the true positive, FP is the false positive, and FN 
is the false negative. F-measure can then be calculated as 

F �  Measure � �tFk��jWV)�T�Y�∗vV)ORR
tFjWV)�T�Y�kvV)ORR (12) 

where β is a constant that we can use to penalize false 
negatives more strongly than false positives by selecting its 
value >=1, thereby providing further weight on recall. 

The calculation of entropy is shown in Equation (13), 
which measures the entropy for single clustering ; [41]. The 
total entropy of the clustering is calculated in Equation (14). 

 !;" � � ∑ Z!;)"n9w�Z!;)")∈x (13) 

 !Ω" � ∑  !;" fy
fz∈{ (14) 

The benchmark datasets are supervised benchmarks used 
in clustering and classification tasks. The benefit of using a 
supervised benchmark is that a clustering algorithm can be 
evaluated using external evaluation metrics, such as F-
measure and entropy, in which both metrics use the dataset 
label for the evaluation. Ten benchmark datasets are extracted 
from the UCI Machine Learning Repository [42]. The 
datasets belong to different problem areas, such as disease, 
image, and analysis, and they differ in dimension and size. 
They are classified based on the number of features, such as 
small, medium, large, and very large [43]. Seven datasets, 
namely, breast cancer, breast tissue, E. coli, Haberman, 
hepatitis, iris, and wine, are classified as small datasets. The 
ionosphere is classified as a medium dataset, and Libras and 
sonar are considered large datasets. Table I depicts the 
characteristics of the datasets. 

TABLE I 
DESCRIPTION OF UCI DATASETS USED IN THE EXPERIMENTS  

Name Feature Size Class Instance 

Breast cancer 9 2 699 
Breast tissue 9 6 106 

E. coli 7 6 336 

Libras 90 15 360 
Haberman 3 2 306 

Hepatitis 19 2 155 

Ionosphere 34 2 351 
Sonar 60 2 208 

Iris 4 3 150 
Wine 13 3 178 

The evaluation of the proposed algorithm is performed 
against state-of-the-art clustering algorithms, including GA, 
METACOC-K, and PSO [44]. GA and PSO use DB as an 
objective function, whereas METACOC-K uses a silhouette 
index as an objective function. The proposed algorithm, S-
ACOC, uses CH as an objective function.  

To evaluate the performance of the proposed algorithm and 
determine if the comparison among algorithms is fair, this 
study sets the algorithm parameters in accordance with the 
values used in the literature of clustering algorithms. The 
setting of the algorithms is listed in Table II, which shows all 
clustering algorithms, namely, GA, PSO, METACOC-K, and 
S-ACOC.

TABLE II 
VALUES OF THE PARAMETERS OF THE ALGORITHMS  

GA PSO METACOC-K 

/ S-ACOC 

Population = 50 Population = 50 Ants = 50 

Crossover = 0.8 Inertia Weight = 1 Probability 

threshold = 
0.001 

Mutation rate = 
0.001 

Inertia Weight Damping 
Ratio = 0.00 

Evaporation rate 
= 0.001 

Iterations = 1000 Iterations = 1000 Iterations = 

1000 
Maximum number 

of clusters = 20 

Global learning 

coefficient = 2.0 

Personal learning 

coefficient =1.5 

Maximum number of 
clusters= 20 

The results of the experiments for evaluating the 
performance of the S-ACOC algorithm, which is compared 
with GA, PSO, and METACOC-K, are shown in Tables III, 
IV, V, and VI. The comparisons are performed based on i) 
external evaluation metrics, i.e., purity, F-measure, and 
entropy, and ii) the number of clusters. Table III depicts the 
results concerning the purity metric, which indicate that S-
ACOC outperforms the other algorithms in five datasets 
(50%), whereas METACOC-K obtains the best results in only 
three datasets (30%). GA and PSO obtain the best result in 
only one dataset (10%). 

TABLE III 
AVERAGE PURITY RESULTS OF THE CLUSTERING ALGORITHMS  

Dataset GA PSO METACOC-

K 

S-ACOC

Breast cancer 0.938 0.951 0.951 0.957 

Breast tissue 0.327 0.331 0.389 0.377 
E. coli 0.607 0.630 0.755 0.748 

Libras 0.152 0.156 0.403 0.071 

Haberman 0.744 0.748 0.737 0.752 

Hepatitis 0.797 0.797 0.793 0.798 

Ionosphere 0.723 0.741 0.647 0.707 
Sonar 0.581 0.558 0.538 0.552 

Iris 0.729 0.786 0.667 0.893 

Wine 0.676 0.703 0.646 0.726 

Comparison between S-ACOC and GA indicates that the 
S-ACOC algorithm produces the best results in seven datasets
(70%), namely, breast cancer, breast tissue, E. coli, Haberman,
hepatitis, iris, and wine, whereas GA produces the best results
in only three datasets, namely, Libras, ionosphere, and sonar.
Comparison between S-ACOC and PSO indicates that the S-
ACOC algorithm produces the best results in seven datasets
(70%), namely, breast cancer, breast tissue, E. coli, Haberman,
hepatitis, iris, and wine, whereas PSO obtains the best results
in only three datasets, namely, Libras, ionosphere, and sonar
(30%). Comparison between S-ACOC and METACOC-K
indicates that the S-ACOC algorithm produces the best results
in seven datasets (70%), namely, breast cancer, Haberman,
hepatitis, ionosphere, sonar, iris, and wine, whereas
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METACOC-K produces the best results in only three datasets, 
namely, breast tissue, E. coli, and Libras (30%).  

The results of the second comparison by using the F-
measure metric are shown in Table IV. In this case, the best 
clustering is produced if the F-measure value is maximized. 
Overall, METACOC-K produces the best result in six datasets 
(60%), whereas S-ACOC and GA produce the best results in 
two datasets (20%). The PSO algorithm does not produce any 
best result.  

TABLE IV 
AVERAGE F-MEASURE RESULTS OF THE CLUSTERING ALGORITHMS  

Dataset GA PSO METACOC-K S-ACOC 

Breast cancer 0.896 0.840 0.948 0.925 
Breast tissue 0.187 0.210 0.222 0.231 

E. coli 0.514 0.575 0.786 0.739 
Libras 0.070 0.073 0.273 0.017 

Haberman 0.548 0.528 0.273 0.411 
Hepatitis 0.680 0.680 0.744 0.740 

Ionosphere 0.531 0.419 0.799 0.601 

Sonar 0.409 0.499 0.650 0.503 
Iris 0.622 0.706 0.568 0.821 

Wine 0.509 0.492 0.504 0.271 

 
Comparison between S-ACOC and GA indicates that S-

ACOC performs better than GA. In particular, the former 
produces the best results in eight datasets, namely, breast 
cancer, breast tissue, E. coli, hepatitis, ionosphere, sonar, iris, 
and wine (80%), whereas the latter produces the best results 
in only two datasets, namely, Libras and Haberman (20%). 
Comparison between S-ACOC and PSO demonstrates that S-
ACOC outperforms PSO in seven datasets, namely, breast 
cancer, breast tissue, E. coli, hepatitis, ionosphere, sonar, and 
iris (70%), whereas PSO produces the best results in only 
three datasets, namely, Libras, Haberman, and wine (30%). In 
the comparison between S-ACOC and METACOC-K, 
METACOC-K outperforms S-ACOC in producing an 
average F-measure in 70% of the datasets, including breast 
cancer, E. coli, Libras, hepatitis, ionosphere, sonar, and wine, 
whereas S-ACOC produces the best results in only three 
datasets, namely, breast tissue, Haberman, and iris. 

The third comparison results, which is on entropy, are 
shown in Table V. The best clustering result is obtained if the 
entropy value is minimized. Based on the results, S-ACOC 
outperforms GA, PSO, and METACOC-K in four datasets 
(40%), whereas the other algorithms produce the best results 
in only two datasets (20%). 

TABLE V 
AVERAGE ENTROPY RESULTS OF THE CLUSTERING ALGORITHMS  

Dataset GA PSO METACOC-K S-ACOC 

Breast cancer 0.329 0.224 0.174 0.257 

Breast tissue 1.554 1.398 2.047 0.661 

E. coli 0.828 0.742 0.738 0.575 

Libras 1.121 1.009 1.675 0.520 

Haberman 0.813 0.801 0.831 0.795 

Hepatitis 0.716 0.716 0.730 0.734 

Ionosphere 0.810 0.781 0.933 0.816 

Sonar 0.958 0.969 0.992 0.988 
Iris 0.489 0.422 0.333 0.394 

Wine 0.726 0.812 0.654 0.749 

Comparison between S-ACOC and GA indicates that S-
ACOC produces the best results in six datasets, namely, breast 
cancer, breast tissue, E. coli, Libras, Haberman, and iris 
(60%), whereas GA produces the best results in only four 
datasets, namely, hepatitis, ionosphere, sonar, and wine (40%). 
S-ACOC outperforms PSO in six datasets, namely, breast 
tissue, E. coli, Libras, Haberman, iris, and wine 
(approximately 60%), whereas PSO produces the best results 
in only four datasets (40%), namely, breast cancer, hepatitis, 
ionosphere, and sonar. Comparison between S-ACOC and 
METACOC-K shows that S-ACOC performs better than 
METACOC-K. Specifically, S-ACOC produces the best 
results in seven datasets, namely, breast cancer, breast tissue, 
E. coli, Libras, Haberman, ionosphere, and sonar (70%), 
whereas METACOC-K produces the best results in only three 
datasets, namely, hepatitis, iris, and wine (30%). 

The final comparison is on the number of clusters produced 
by each algorithm. The number of clusters is part of the 
evaluation on which algorithm can produce the optimal k for 
each dataset with different density regions. Table VI shows 
the average number of clusters. The S-ACOC algorithm 
performs better than GA and PSO, whereas it is almost 
comparable with METACOC-K. S-ACOC produces the best 
number of clusters in six datasets, whereas METACOC-K 
produces the best results in five datasets. GA produces the 
best results in only two datasets, and PSO produces optimal 
results in only one dataset. 

TABLE VI 
AVERAGE NUMBER OF CLUSTERS PRODUCED BY THE ALGORITHMS  

Dataset GA  PSO METACOC-

K 

S-ACOC Actual 

number 

Breast 
cancer 

2 11 2 2 2 

Breast 
tissue 

5 4 9 2 6 

E. coli 3 3 4 3 6 
Libras 5 5 16 2 15 

Haberman 4 5 2 2 2 

Hepatitis 6 6 2 2 2 
Ionosphere 4 7 2 2 2 

Sonar 5 5 2 2 2 
Iris 3 3 2 3 3 

Wine 3 5 2 11 3 

 
Analysis of the results in relation to the size of datasets 

reveals that the S-ACOC algorithm can produce the best 
results on small-sized datasets. The algorithm is based on 
centroids; thus, exploring among small numbers of attributes 
to find the optimal centroids is easier. Furthermore, the 
adaptive strategy with multiple centroids forces the algorithm 
to intensify the search space in finding the best clustering 
assignment. 

The comparisons in Tables III, IV, and V are summarized 
in Fig. 4, which shows that S-ACOC obtains the best results 
in purity and entropy. METACOC-K obtains better results 
than S-ACOC only in F-measure. Hence, in general, S-ACOC 
can obtain better clustering results than GA, PSO, and 
METACOC-K.  
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Fig. 4 Quality metrics for clustering (external metrics) 

IV. CONCLUSION

This study addresses the problem of improving a clustering 
solution through ACO by determining the best number of 
clusters via a self-adaptive strategy instead of the existing 
adaptive strategy used in ACO. The improvement in the 
solution is achieved, which proves that the number of clusters 
can be adjusted during algorithm run based on the feedback 
that represents the quality of the current number of clusters 
without losing the history of the search space of the best 
assignment. Different number of clusters are examined in the 
early search stage to explore the quality of solutions through 
time and move the search process to the end of the search 
stage. Promising regions with enhanced quality of solutions 
can then be determined based on the best number of clusters 
obtained. Therefore, the result of the performance evaluation 
by using external metrics, namely, purity, F-measure, and 
entropy, shows that the proposed algorithm outperforms other 
swarm clustering algorithms. In particular, the S-ACOC 
algorithm produces higher purity (50%) and lower entropy 
(40%) than GA, PSO, and METACOC-K. In terms of the 
number of clusters, S-ACOC succeeds in finding the exact 
number of clusters (approximately 60%) of the datasets.  

Although the S-ACOC algorithm provides better clustering 
results in terms of external evaluation criteria and the number 
of clusters produced, it still has a limitation in its assignment 
memory based on centroid assignments. S-ACOC has multi-
memory representing different numbers of assignment, but 
the amount of pheromone laid in each memory may represent 
diverse assignments related to the same number of clusters. 
The current centroid value changes from one iteration to 
another because of the changes resulting from the random 
selection process. The amount of pheromone is worthless, and 
the accumulated pheromone does not reflect the accurate 
clustering assignment. Future research should focus on 
improving centroid selection by developing a stochastic 
centroid memory that ignores the random selection process 
for centroid selection. The proposed algorithm can also be 
applied to datasets that belong to different application 
problems, such as text, audio, and video. Other evaluation 
criteria and different objective functions can be used to find a 
highly accurate number of clusters. 
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