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Abstract—Digital photos are often defined as personal archives collected long ago and are stored on a large enough storage media such 

as an external hard disk or flash disk. Problems arise when someone wants to find photos of themselves or others in tons of photo 

collections. Searching manually, such as opening a photo file or folder one by one, will certainly be very troublesome. Based on these 

problems, this study designed an application for searching certain photos based on the similarity of the inserted face photo. This 

application is built for computer or laptop devices, which was developed by using the Python programming language and Dlib module 

that applied the face recognition method through the combination of Convolutional Neural Network (CNN), FaceNet Embedding, and 

Triplet Loss for matching faces. The recognition scheme starts from face detection, face alignment, face encoding, and face classification 

stage. Our application is very handy to run in looking for particular face images on external storage compared to prior studies. We 

have done experimental research, demonstrating that the application can find almost all image files the user is looking for. In addition 

to the result in the form of an application, this study contributes to exploring the performance of the Dlib module, in terms of precision 

and recall rate, which could not recognize non-frontal face images well. We encourage other researchers to address this limitation in 

further studies.  
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I. INTRODUCTION

Nowadays, the development of digital technology is 

growing rapidly so that digital data can be generated and 
stored, including digital photos. Digital photos technology has 

increased rapidly in the form of camera technologies that have 

sprung up, such as a pocket, DSLR, smartphone, and laptop 

cameras [1]. Technology makes it easy for everyone to take 

photos of every important moment with others [2]. Because 

the number and size are quite large, all digital photos are 

generally moved and stored on external storage media such as 

hard disk or flash disk. 

Problems arise when someone wants to find photos of 

themselves or others’ photos in a ton of photo collections [3]. 

Searching manually, such as opening a photo file or folder one 
by one, will certainly be very troublesome. Generally, file 

management systems or photo management applications on a 

computer or personal computer (PC) only provide limited 

search features, such as searching by name, size, file type, and 

date for the file creation [4]. Finding certain photos with this 

feature doesn't help much because photo file names are 

usually sequential. In this way, we need an application that 

can search for certain photos based on the inserted face photo. 

Some recent smartphones already have similar applications 

that can group photos based on the faces detected by the 

application. For example, an iPhone type smartphone has a 
'Photos' application that can be used to search for facial 

photos. However, on a laptop or PC, this type of application 

is very rarely found. On the other hand, the inability of 

smartphones in reading hard disks or flash drives where 

millions of digital photos are usually long stored makes these 

photos have to be transferred first to a smartphone's internal 

memory to be read. The process of moving photos is certainly 

very annoying and time-consuming. 

Based on these problems, we designed a photo search 

application that runs on a laptop or a PC device with the 

ability to read files on an internal hard disk or an external hard 

disk, or a flash drive. In order to do particular tasks such as 
understanding images and finding the right people's faces, the 

application needs a special method or algorithm that can 
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analyze pictures, distinguish a face from other objects, and 

recognize the faces that are sought. After conducted a 

literature review, we found that the face recognition method 

is the technique that is being researched by researchers for 

detecting the face and classifying it based on its feature 

extraction [5], [6].  

The face recognition method is not completely new, but it 

has been around for a long time, around 1966 [7]. However, 

currently, this technology is growing rapidly because it is 

supported by drastically increasing computer capabilities. By 

using face recognition technology, we can verify (one-to-one 
matching) someone's face or identify (one-to-many matching) 

unknown faces on an image [8]. Three main modules make 

the face recognition system work properly. They are: face 

detector module for localizing faces in images; facial 

landmark detector module for aligning the faces to normalized 

canonical coordinate; and face recognition module for 

extracting face features and matching it [9]. Based on the 

review result of face recognition methods and techniques 

presented by Lal et al. [10], we found that the neural network 

method later combined with multi-stage image convolution 

layers is an effective facial recognition technique [11].  
Therefore, in this research, we built an application applying 

a face recognition method named FaceNet Embedding 

approach that utilizes the concept of convolutional neural 

network and the mathematical formulation of triplet loss. This 

approach has been widely used by global technology 

companies such as Google and Facebook because of its 

excellent accuracy, close to 98% [12]. By utilizing this 

method, the built applications can provide accurate results 

with fast processing time. 

Considering its vital role in the system being built, a study 

on face recognition needs to be discussed more deeply, 
especially on how it works. Face recognition is one branch of 

knowledge in computer vision that provides knowledge to 

computers to distinguish someone's face from others [13]. For 

decades ago, researchers have been trying to develop various 

techniques and tools to make computers able to recognize a 

person's face automatically. Based on the research results 

from Beham and Roomi [14], there are broadly three main 

approaches in building face recognition systems, namely 

appearance-based, feature-based, and soft computing-based. 

Among those approaches, the soft-computing approach, on 

artificial neural network concept, is the most popular 

approach widely used and developed by academics due to its 
impressive performance.  

An artificial neural network is a technique that adapts the 

human brain to work and learn [15]. In order to give better 

results on image processing, the model is combined with 

multi-stage image convolution layers so that the combination 

concept is called a convolutional neural network (CNN) [16]. 

Besides reducing the number of input parameters into the 

neural network, the application of convolution series aims to 

extract the main features of an image [17]. As a result, CNN 

can learn the best parameters or weights from large datasets 

of images during the training stage to produce the expected 
results [18]. 

The workflow of the face recognition process based on 

CNN is described in figure 1. In the first step, the image will 

be analyzed using the histogram of oriented gradients  (HOG) 

method to determine the face [19]. This step produces the 

pixel coordinates of a bounding box for each face. Second, 

every face found is explored further to determine the specific 

points or landmarks of the face, such as nose, eyes, mouth, etc. 

[20]. Based on the face landmarks, we crop and align the face 

so that the mouth and eyes are centered well in the face photo 

[21]. The output of the face alignment stage is the cropped 

face image with a fixed size, i.e., 96x96. The next step, face 

encoding, aims to extract the face to be a compact and 

discriminative feature vector called an embedding value [22]. 

The face encoding step utilizes CNN and applies FaceNet 

embedding and triplet loss function during the training so that 
the faces of the same person generate a similar embedding 

value, and vice versa [23]. In the last step, using a 

classification algorithm such as a support vector machine 

(SVM) to process the embedding value, we can distinguish 

someone’s face from the others’ [24]. 

 
Fig. 1  Face recognition workflow 

 

To produce the CNN model with the best parameters, we 
had to train it with very large datasets of face images that will 

be done in dozens of hours in a supercomputer. Luckily, some 

researchers had conducted the training process and shared 

their best models to compare the models’ performance. One 

of the popular models is the Dlib library, written in C++ and 

Python language, developed by [25]. Using the library, we can 

easily implement the face recognition workflow without 

creating and training the model from scratch because Dlib has 

provided it. This library utilizes the ResNet-34 network 

developed by He et al. [26] as the network model with some 

modification, such as a few layers removed. The model has 
been trained with several datasets, such as the face scrub 

dataset, the VGG dataset, and others, with a total of 3 million 

face images so that we can just use it right away [27]. 

Currently, the library has released a 19.17 version and is still 

developing. 

II. MATERIALS AND METHOD 

We needed to do several processes to build a face 

recognition application properly. These stages were aimed to 
collect information and propose the best design fitting the 

requirements. 

A. System Overview 

According to the problems described in the introduction, 

we developed a desktop application that can find specific 

images in a hard drive based on the entered face photo. In 

order to fit into the Dlib library and run-on various desktop 

machines, this application was built in Python language. Thus, 
the computers that would run this application have to install a 

Python environment first. The two main tasks of the 

application were scanning all images in a drive and save the 
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results in the database; and searching for specific faces based 

on the scanning results. 

To support the scanning images task, we built several 

functions, such as choose_directory, scan_images, 

face_encoding, and save_the_result. The choose_directory 

function works by asking the user to pick a folder that it wants 

to scan. This function utilized the API of the OS file manager 

and OS device manager provided by the operating system. 

The results, an array of various files stored in the folder, will 

be received by the scan_images function. This function will 

only sort files in the form of images in bmp, png, and jpg 
formats. Next, by utilizing the Dlib library, the pictures will 

be analyzed to find all human faces. The processes will 

produce the face location and the embedding values for every 

face that is successfully identified in images. By using the 

SQLite3 library, the data output will be saved in the database. 

For more detail, see figure 2. 

 

 
Fig. 2  System overview of scanning images 

 

The next task is searching for specific faces. It is similar to 

the previous task, which is detecting dan extracting the image 

containing human faces. The difference is that the resulting 

embedding value is not stored, but it is compared with all 

embedding values saved before. If it is matched, the images 

that have those embedding values will be shown to the user. 

For more detail, see figure 3. 

 
Fig. 3  System overview of searching for specific faces 

B. Data Collection 

To produce a system that can search for photos of one's face, 

digital images are needed as the images collection that will be 

targeted for face search. The images will be read and extracted 

through their main characteristics to produce embedding 

information stored in the database. Thus, in this stage, we 

gather some public images. 

In this case, we used photos of football players from the 

Italian club, Juventus, which can be downloaded from sports 
news websites with various formats, such as .bmp, .jpg, 

and .png. The resolution and file size to be used are not limited. 

First, we downloaded profile pictures of top Juventus players 

as follows. 

TABLE I 

PEOPLE FACE BEING SEARCHED IN IMAGE COLLECTION 

Number Person’s name Initial Photo 

1 Ronaldo R 

 

2 Dybala D 

 

3 Pjanic P 

 

4 Chiellini C 

 

5 Buffon B 
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Next, we needed to download images containing the faces 

of the people above with various poses. Each downloaded 

image was further analyzed manually in terms of the person’s 

identity in the picture. The result of the image collection that 

has been downloaded and analyzed is displayed below. 

TABLE II 

IMAGE COLLECTION 

 Filename Size 
The face of 

R D P C B 

1 dybala-is-clapping.jpg 48 KB - � - - - 

2 
bernardeschi-is-
shocked.jpg 

70 KB - - - - - 

3 
dybala-and-

ronaldo.jpg 
58 KB � � - - - 

4 
pjanic-and-
ronaldo.jpg 

52 KB � - � - - 

5 
dybala-try-to-hold-
the-ball.jpg 

48 KB - � - - - 

6 
ronaldo-is-
heading.jpg 

46 KB � - - - - 

7 
ronaldo-and-bonucci-
hold-mandzukic.jpg 

49 KB � - - - - 

8 dybala-celebration.jpg 40 KB - � - - - 

9 
ronaldo-and-bonucci-
give-support.jpg 

60 KB � - - - - 

10 chiellini.jpg 56 KB - - - � - 
TOTAL 5 4 1 1 0 

C. Requirement Analysis 

When a user wants to find someone's photos in a huge 

image collection, the problems that appear when a user wants 

to find someone’s photos in a huge image collection will be 

solved by designing a face image search feature. This feature 

needs three steps as follows. 

 The user defines the directory of image collection set as 
a searching target location. 

 The user runs the training process that aims to identify 

all image files in the directory, generate the embedding 

value of each image, and save the database's values. 

 The user inputs someone’s face that wants to be 

automatically found in the image collection. 

For more detail, please see the figure below. 

 
Fig. 4  Our proposed application workflow 

 

When the user inputs someone’s face photo, this feature 

will extract the photo using Dlib's CNN model to get its 

embedding value. The classification algorithm then matches 

this value with the embedding values that have been stored in 

the database. If matched, the photos are what we are looking 

for. The photos that we found will be displayed in the form of 

a list view to ease the user in seeing in detail of file’s metadata, 

such as file name, size, created date, and file location. The 

open button is also provided for opening the image in the 

default image viewer application. 

Generally, the image collection is saved in external storage 

such as memory card, flash disk, and external hard disk. 

Therefore, the application should run on a desktop computer 

that can read data from external sources properly. Because it 
involves image processing methods that need high 

computation resources, it requires a computer with a 

satisfying specification. Therefore, the requirements of the 

application are as follows. 

 Functional needs 

a. Search directory settings menu 

b. Run the training process menu. 

c. The face photo input menu for a specific photo the 

user is looking for. 

d. The search results page in the form of a detailed list 

e. Menu to open files from search results 
 Operational needs 

a. Open-source software 

b. Runs well on Windows, Mac, or Linux 

c. Minimum RAM of 4GB 

d. Intel i5 processor or equivalent 

D. Application Design 

Based on the results of the needs analysis, the application 

user interface design is made as follows.  

 

 
Fig. 5  Application user interface design 

Face photo search application consists of 3 buttons, namely:  

1) 'Set Search Folder' to choose which directory to target 

as a photo search location.  

2) Run Training' button to run the training process and 
generally takes a longer processing time, depending on the 

number of image files in the search location folder and 

subfolder. 

3) 'Input the Face' button to enter the sample face image 

that the user wants to search. Next, after entering a face image, 

the application will automatically search for and display search 

results in the list view. 
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E. Database Design 

To simplify data processing, this research utilized a 

Database Management System (DBMS) called SQLite that 

has been integrated with the Python platform. A database is 

needed to store information on the training process results in 
the form of the embedding value of each image file in the 

target directory. Thus, the database schema design used by the 

application is described as follows. 

When the user runs the ‘Training’ process, the application 

will list all files with image type in the target directory. The 

obtained data, such as file name, size, file location, and file 

creation date, are stored in the image table. The image_id 

attribute will be created uniquely and automatically generated 

by the DBMS with the auto_increment facility provided. In 

each image, a face detection process will be carried out to find 

the location of the facial coordinates in an image. The location 
of this coordinate is stored with the face_location attribute in 

the face table. Then proceed with the face encoding process, 

which aims to produce an embedding value from each face. 

This value is stored in the embedding_val attribute in the face 

table. When completing the embedding process, the 

timestamp is stored in the created_at attribute, and the 

image_id attribute is written with the id of the image file being 

processed. Similar to the image_id attribute in the image table, 

the face_id attribute will also be made uniquely and 

automatically generated by the DBMS with the 

auto_increment facility provided. Table relationships are 

made one-to-many because one picture can contain more than 
one person's face. 

 

 
Fig. 6  Database schema 

III. RESULT AND DISCUSSION 

Based on the design formulated in the previous section, the 

final result of the face photo search application is explained 

as follows. 

A. Application Development Results 

When the face photo search application is launched, the 

main page displays 3 main buttons, namely 'Set Search 
Folder', 'Run Training', and 'Input the Face'. At the bottom of 

the page, the search result’s table is still empty because the 

search has not been performed. 

When the 'Set Search Folder' button is clicked, a dialog 

page will appear to select which directory or folder to target 

the face photo search location. After selecting the folder, it 

will return to the main application page. Next, select the 'Run 

Training' button to run the training process for several minutes, 

or even hours, depending on how many image files are found 

in the target location directory. After completing the training 

process, select the 'Input the Face' button to enter the face 

image file to search. 

 

 
Fig. 7  The main interface of the application 

 
Fig. 8  The search target directory selection dialogue page 

 
Fig. 9. Search result page 

When the user enters a face image to be searched through 
the 'Input the Face' button, the application will search for that 

specific face in the target directory and display its search 

results in the search result table. 

B. Precision and Recall Testing 

To find out how well the performance of the face photo 

search application, several performance testing were 

performed, namely precision and recall testing. Testing 

precision and completeness (recall) were done by marking all 
photos containing certain faces (such as Mr. X's face) in a 

directory and then running the application to find photos of 

those faces. Precision rate (P rate) is the ratio between the 

number of someone’s face correctly recognized and the 

number of someone’s is recognized, while recall rate (R rate) 

is the ratio between the number of someone’s face correctly 

recognized and the number of someone’s face occurs [28]. 
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This testing tested the image collection of football players, 

which were downloaded from a sports news website (Table I 

and Table II). The test results are displayed as follows. 

TABLE III 

SEARCHING RESULTS 

No 
Found faces 

 

R D P C B 

1 - �(true) - - - 

2 - - - - - 

3 �(true) �(true) - - - 

4 - - �(true) - - 

5 - - - �(false) - 

6 �(true) - - - - 

7 - - - - - 

8 - �(true) - - - 

9 �(true) - - - - 

10 - - - �(true) - 

Total 3 3 1 2 0 Average 

P 

Rate 

3/3 

(100%) 

3/3 

(100%) 

1/1 

(100%) 
½ (50%) 

1 

(100%

) 

90% 

R 

Rate 

3/5 

(60%) 

¾ 

(75%) 

1/1 

(100%) 

1/1 

(100%) 

1 

(100%

) 

87% 

 

According to the testing results examined to 5 people's 

faces, the average precision rate is 90%, and the recall rate is 

87%. This means that the proposed application with the Dlib 

library can perform well. Several images that were failed to 

find by the application is pjanic-and-ronaldo.jpg, ronaldo-

and-bonucci-hold-mandzukic.jpg, and dybala-try-to-hold-

the-ball.jpg, which contain difficult face poses to detect by 

Dlib library.  

 
Fig. 10  Photo pjanic-and-ronaldo.jpg 

 

Figure 10 and 11 show that Ronaldo’s faces were failed to 

be detected by the application, but other persons such as 
Pjanic was successfully recognized. This condition has 

happened because Ronaldo's faces are not facing the camera 

so that the Dlib model had difficulty recognizing half the face. 

The face recognition system has the best accuracy when 

dealing with frontal faces (a face facing the camera). 

However, this is currently being explored to create a precision 

face recognition model that can recognize any face in various 

poses [29], [30]. 

 
Fig. 11  Ronaldo’s faces that fail to be detected by the application. 

IV. CONCLUSION 

Based on the demonstrated experiments, we created a face 

searching application that runs on a desktop computer. It has 

an acceptable precision and recall rate considering the 

limitation of the face recognition model. For future studies, 

based on the problems we analyzed above, other researchers 

should develop face recognition models with new approaches 

that can deal with any face with different scales, poses, 
occlusion, expression, make-up, and illumination.  
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