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Abstract—The missing value in time series data is a scientifiproblem that should be solved by imputing thesealues by following
some statistical techniques. This problem is moreomplex due to the missing values that existed in ¢hdependent (response) variable.
Particular matter (PM 1) is a time series dataset used to scale air polioh as a dependent variable, while there are manyypes of
pollutants used as independent variables. Malaysiadatasets of PM, and several climate pollutants are examined in tkistudy. This
study aims to impute the missing values for diffenet missing rates in a dependent variable with minimm error. In this paper, the
independent variables were supposed completed whilhe missing values have been replaced in differemates and different
distributions within the dependent variable. Multiple linear regression (MLR) has been used as a tradithal method to impute the
different missing values of PM,. Recurrent neural network (RNN) is combined with MLR and used to impute the missing values of
PM o The results reflected that th hybrid method outpeformed MLR for imputing the missing values of PMy,. In conclusion, the
hybrid method MLR-RNN can be used to impute the missg values of PMg accurately compared to other traditional methods.

Keywords—multiple linear regression; MLR; missing values; rearrent neural network; RNN.

RNN is introduced to impute missing values and andie
I. INTRODUCTION the nonlinearity of meteorological time-series data.
Several ANN types are introduced for infilling mirgg daily
weather records such as daily precipitation andlydai
extreme temperature series [5]. In this study, idyMLR-
RNN method is proposed to solve the problem by iingu
missing values and handling the nonlinearity proble

RNN was used by several researchers to forecast air

quality datasets [6] developed novel deep learmmuglels,
namely GRU-D, as early attempts. GRU-D is based on
Gated Recurrent Unit (GRU), a state-of-the-art nemt
neural network. [7] proposed a dynamic L-RNN todice
any missing value in a simple, fast manner to sawe and
cost. In this paper, the hybrid MLR-RNN method waed
by combining MLR and RNN in one method. Its results
Before starting MLR analysis, the explanatory vaiea' were compared to MLR model results. Root mean squar
multicollinearity problem has been detected andtée [1], error (RMSE) and mean absolu'Fe error (MAE.) was
[2]. MLR has been suggested to model the daily,fdata, comput_ed to measure the error of missing Va'“e“_‘ﬂ'!'“’”
which is the basis for forecasting[3]. [4] used MLdrstudy fo_r aI_I imputation methods and all datasets asafistical
meteorological data and to find the best modelsekpress ~ C'lterion to evaluate the adequacy and accuracyheée

the relationship between the dependent variable and method;. . L
number of explanatory variables. In this study, the missing values have been digteith

In most meteorological time series data sets, neality into several different parts based on several diffemissing
is a problem that may hamper time series analysisgu proportions (5%, 10%, and 25%) to obtain six datase

MLR. In particular, PM, data suffer from nonlinearity in groups of PMg a_md several climate independent variables.
addition to the missing values problem. In receapeps, RNN toolboxes in MATLAB have been used to perforin a

Air pollution studying and forecasting is necess#oy
control and reduce the damage to the environmedt an
human health. Particulate matter (BMs a dataset used to
measure air pollution and can be regarded as nwtegical
time series data. Therefore, the missing valuedNiy, data
should be filled and imputed. BM missing values
imputation can be accomplished using multiple linea
regression (MLR) models as classical methods weearal
pollutants are independent variables.

MLR model studies the relationship between the
dependent variable and several variables that taffiee
dependent variable. It is necessary to identify tagables
that have a real relationship with the dependemiabke.



of RNN procedures, While Minitab and Excel have rbee
used to perform MLR model procedures.

Il. MATERIALS AND METHOD

A. Data and Framework of the Study

In this study, two datasets of daily Malaysian {gMith
several climate independent variables for threedigdical
years (1 January 2013 — 31 October 2015) were atetle
from Kuala Lumpur meteorological station. The migsi
values have been distributed into several differpatts
based on several different missing proportions (3@,
and 25%). The framework of this study includes the
foIIowmg

Completed the missing values in the independent
variable by the traditional imputation methods.
Constructed the most appropriate MLR model and the
hybrid MLR-RNN after deleting the missing values in
the dependent variable and the corresponding
observations in the independent variables.

Imputted the missing values of dependent variable
(PMyg) by applying MLR, and hybrid MLR-RNN on
the complete independent variables.

Comparing the error of missing imputation for MLR
model, and the proposed hybrid MLR-RNN method to
determine which method would provide the best
adequacy.

B. Multiple Linear Regression (MLR) Model

MLR is used for modeling the relationshipetween
multiple independent variables aonde dependent variable.
The general expression of the MLR model can be dtaitad
as follows [8].

)

where is the dependent variable, are
independent variables, is the constant model,

are the parameters of regression model, ansl the amount
of random error. Equatiorl) can be written in matrix form

as follows:

where is the size and the matrix of the degree
and the size of is and the
degree is defined such as follows:
4
£
! # 2)
Forall % &'

There are a number of assumptions (analysis asgumpt
about the distribution variables in the MLR sucHa®ws.

The average of random error term)(should be
equaled zero.
The variance of the random error term must be
constant in all time periods. This hypothesis ikeda
Homoscedasticity. But when the variance of the
random errors is not constant, it is called
Heteroscedasticity.

0 ,
forall% &'

The random error follows a normal distribution by
zero mean and constant variance.

-1,

®)

(4)

forall % &'

The random variable is independent of
variables. This means that the covariance of the

random error and independent variable are equal to
zero.

01( /

forall% &'
The covariance of any random errors in differegsla
such a2, 2, is equals to zerb67 2 5 2, /

89:8: & ;
The root mean square error (RMSE), and mean
absolute error (MAE) was used to measure the
accuracy of missing imputation results. RMSE and
MAE can be written such as follows [9].

®)
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where is the forecasting error, anch is the number of
observations.

C. Hybrid MLR-RNN Method

In this study, a hybrid MLR-RNN method has been
proposed to improve missing imputation results Mdf;fand
other meteorological datasets. The framework of the
proposed approach are detailed as follows.

Completing the missing values in the independent
variable by the traditional imputation methods.
Depending on the most appropriate MLR model, the
hybrid MLR-RNN was constructed after deleting the
dependent and independent variables' missing values
Performing training and testing processes to impute
the missing values of the dependent variable (PM
using complete independent v bles

Compared the error of missin glmputatlon for MLR-
RNN to the traditional method.

A hybrid MLR-RNN is proposed for imputing the misgi
values. MLR model was used only for determiningitipaut
layer structure of RNN. Listwise deletion was udefore
MLR modeling. Hybrid MLR-RNN was also proposed to
handle the nonlinearity of dataset. Determining tifaéning
functions and the transfer functions types of hiddand
output layers and other requirements were necestary
create the most appropriate RNN structure.

The primary reason for using RNN is the nature atad
set non-linearity. RNN contains one or more layatd this
may handle the non-linearity of data and improve
forecasting results. RNN also contains a delayrlgya may
solve data heterogeneity because it contains lomgenory
than other algorithms [10], [11].

In this study, RNN contains two layers in additionthe
input layer. The first layer is hidden and othethe output
layer. In the input layer, there are R of inputsighted
randomly. In each hidden layer, there are M of aesr The



best number of neurons in the hidden layer is hgsul*

2+1[12]. Every input variable z is weighted randgnilhe
weights of R inputs and M neurons were combinedh Wit
biased value of b by the transfer function. The sirmput
variables in the transfer function F can be foredtas
follows [13][14].

2% 2k E (G H ©

Tan-sigmoid: which generates outputs between -1, +1
Log-sigmoid: which generates outputs between 0, 1
Linear function: which generates outputs between -1
+1
The nonlinearity of PNy and other climate datasets
requires determining nonlinear transfer functiontsas tan-
sigmoid and log-sigmoid for the hidden layer tdefil the
nonlinearity. Figure 1 and Figure 2 demonstratesthecture

The common transfer functions in the hidden and the of RNN and the transfer function types, respectivel

output layers are as follows.

Layer

Output(t)

20f

Fig. 1 The structure of RNN
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Fig. 2 The types of the transfer function

I1l. RESULTS ANDDISCUSSION

Malaysian PM, (particulate matter less than or equal 10
micrometers) and several independent variables asi¢EO:
carbon monoxide, SO sulfur dioxide, NO: nitric oxide,
WS, wind speed 10 meters, and W Svind speed recorded
at xx-meter height) for 34 months from 1 Januarg24ill
31 October 2015 was investigated in this study. Tdiel
number of observations in the datasets is 1034.riBsing
values have been distributed into several differpatts
based on several different missing proportions (3%,
and 25%).

A. MLR model

To obtain the best MLR model of BRMand other
independent variables after inserting the dependadtthe
independent variables for each of the six differeata
groups in Minitab program, the results is presentethis
study. In the MLR model,, when the missing valugs a
distributed discretely with a ratio 5% into a fylériod of
PMyq variable, the formula is presented as follows.

KIL K M/ KN&MoK P' oKNP/Mg (8)

wherey is PMyg, X; is CO,Xyis SQ, x3is NO, X, is WS, and
x5 IS WS,. The details of MLR coefficients in equation (8) i
indicated in Table 1.

TABLE |
THE DETAILS OF MLR COEFFICIENT(MISSING VALUES DISTRIBUTED 5%
DISCRETELY)
Term V Cal.t P value
X1 107.51 47.69 0.00
Xo 1810.00 3.64 0.00
X3 -2288.00 -18.72 0.00
X4 1.13 3.36 0.00
X5 -0.08 -7.68 0.00

Table 1 shows that the coefficients of MLR model in
equation (8) are significant because their corredppg p-
values are less than the significant level 0.0%r&fore, the
MLR model is suitable for the datasets of study. $vand
MAE values are 18.2 and 13.5, respectively.

Figure (3) above explains the fitness between ttssing
values and the corresponding imputed values usihdr M
model where the missing ratio is (5%), and the imgss
distribution is discrete. In the MLR model, whee tmissing
values are distributed successively with a ratio i6é6 full
period of PM, variable, the formula is shown below.

KIS K T& KN&UK /P" oKN/PIM gK TKK

The details of MLR coefficients in equation (9) is
presented in Table 2. Table 2 shows that the coeffis of
MLR model in equation (9) are significant becaubkeirt
corresponding p-values are less than the signifitevel
0.05. Therefore, the MLR model is suitable for tsasets
of study. RMSE and MAE values for the equation #5¢
18.3 and 13.7, respectively. Figure (4) shows ttmeds
between the missing values and the correspondipgtiad
values using MLR model where the missing ratio 5%o)
and the missing distribution is successive.
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Fig. 3 The fitness between the missing values ingRivid the corresponding imputed values by using Midtel where the missing ratio is (5%) and the
missing distribution is discrete.
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In the MLR model, when the missing values is distréd
discretely with ratio 10% into a full period of RMvariable,
the formula is presented below.

M MU N&MoK P& oN/PIT (I K

The details of MLR coefficients in equation (10) is
displayed in Table 3. Table 3 shows that the coieffits of
MLR model in equation (10) are significant becatiseir
corresponding p-values are less than the signifidewel
0.05. Therefore, the MLR model is suitable for treasets
of study.
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TABLE Il
THE DETAILS OF MLR COEFFICIENT(MISSING VALUES DISTRIBUTED5%
SUCCESSIVELY)

Term V Cal.t p-value
X1 105.15 47.42 0.0(
Xo 1952.00 4.02 0.0(
X3 -2247.00 -18.77 0.0(¢
Xa 0.33 3.94 0.00
Xs -0.08 -7.63 0.00
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Fig. 4 The fitness between the missing values ingRivid the corresponding imputed values by using Mtdtel where the missing ratio is (5%) and the
missing distribution is successively.



RMSE and MAE values (6) are 18.2 and 13.5,
respectively. Figure (5) describes the fitness betwthe

TABLE I

THE DETAILS OF MLR COEFFICIENT(MISSING VALUES DISTRIBUTED 10%

missing values and the corresponding imputed vales

using the MLR model where the missing ratio is (}G#bd

the missing distribution is discrete.

DISCRETELY)

Term \ Cal.t P value
X1 108.90 46.95 0.0(
Xo 1840.00 3.57 0.0(
X3 -2286.00 -18.22 0.0
X4 1.02 2.90 0.00
X5 -0.09 -7.77 0.00

Fig. 5 The fitness between the missing values ingRivid the corresponding imputed values by using Midrtlel where the missing ratio is (10%) and the

missing distribution is discrete.

In the MLR model, when the missing values are missing values and the corresponding imputed valsésy

distributed successively with a ratio 10% into b feriod of
PM;q variable, the formula is shown as follows.

KKKK K K/UPVKN&& oK P oKN/PIM g (11)

The details of MLR coefficients in equation (11) is
displayed in Table 4. Table 4 shows that the coieffits of
MLR model in equation (11) are significant becatiseir
corresponding p-values are less than the signifitevel
0.05. Therefore, the MLR model is suitable for tsasets
of study. RMSE and MAE values are 18.3 and 13.4,
respectively. Figure (6) shows the fitness betwdbe

Fig. 6 The fithess between the missing values inJRivid the corresponding imputed values by using Midtlel where the missing ratio is (10%) and the

missing distribution is successively.

MLR model where the missing ratio is (10%) and the
missing distribution is successive.

TABLE IV
THE DETAILS OF MLR COEFFICIENT(MISSING VALUES DISTRIBUTED 10%
SUCCESSIVELY)

Term \% Cal.t p-value
X1 104.64 46.35 0.0

X2 2123.00 4.25 0.0

X3 -2252.00 -18.41 0.0
X4 1.13 3.28 0.00
X5 -0.08 -7.19 0.00




In the MLR model, when the missing values are missing values and the corresponding imputed valsasy

distributed discretely with ratio 25% into a fulegod of
PM,q variable, the formula is presented as follows.

KKKKKKKKKK K MR8Mq P/& oN/PMg (12)

The details of MLR coefficients in equation (12) is
presented in Table 5. Table 5 shows that the coeffis of
MLR model in equation (12) are significant becatiseir
corresponding p-values are less than the signifitevel
0.05. Therefore, the MLR model is suitable for tesasets

of study. RMSE and MAE values are 16.4 and 12.6,

respectively. Figure (7) indicates the fithess leetw the

Fig. 7 The fitness between the missing values inRWd the corresponding imputed values using MLR ehadhere the missing ratio is (25%) and the

missing distribution is discrete.

In the MLR model, when the missing values are
distributed successively with a ratio 25% into fadlriod of
PM;, variable, the formula is indicated below.

K KP&T M  KN&W, P& oKN/P/ g (13)

The details of MLR coefficients in equation (13)s i
presented in Table 6. Table 6 shows that the aieffis of
MLR model in equation (13) are significant becatissr
corresponding p-values are less than the signifitarel
0.05. Therefore, the MLR model is suitable for ta¢asets

of study. RMSE and MAE values are 16.6 and 12.8,
respectively. Figure (8) describes the fitness betwthe
missing values and the corresponding imputed valsas

Fig. 8 The fitness between the missing values inRd the corresponding imputed values using MLR ehadhere the missing ratio is (25%) and the

missing distribution is successive.

MLR model where the missing ratio is (25%), and the

missing distribution is discrete.

TABLE V
THE DETAILS OF MLR COEFFICIENT(MISSING VALUES DISTRIBUTED (25%
DISCRETELY)
Term \ Cal.t p-value
X1 107.12 41.58 0.0(
Xo 1956.00 3.47 0.0(
X3 -2258.00 -16.05 0.0
X4 1.02 2.61 0.0
Xs -0.09 -6.70 0.00

MLR model where the missing ratio is (25%) and the

missing distribution is successive.

TABLE VI
THE DETAILS OF MLR COEFFICIENT(MISSINGV ALUES DISTRIBUTED
(25% SUCCESSIVELY)
Term \ Cal.t | P value
X1 111.29 44.06 0.0(
Xo 1835.00 3.06 0.0(¢
X3 -2336.00 -16.52 0.0
X4 1.23 2.95 0.00
Xg -0.10 -7.53 0.00




RMSE and MAE of the results of imputing the missing distribution methods (discretely and successivebie
values by using MLR for different missing rates timo summarized as in Table 7.
TABLE VI
SUMMARY OF THE ERROR MEASUREMENTS OF MISSING VALUES RUTATION BY USING MLR MODEL
Missing Values 5% 10% 25%
Distribution RMSE | MAE |RMSE |MAE |RMSE |[MAE
Discretely 15.9 12.4 16.4 12.7 16.9 12.8
Successively 22.2 154 221 15.7 134 10.6

B. RNN method

RNN is a type of artificial neural network that is
performed in several sequenced procedures. In RiNkhe
inputs are independent of each other, while theitmhave
direct effects on the outputs. In this paper, MAB.Aas
been used two perform the tasks of creating theraheu
network and forecasting. MATLAB toolboxes of auifil
neural networks include several steps such as imgor
inputs and target variables, creating RNN, trainiagd
exporting results. Layer recurrent is the name etivork
algorithm type in MATLAB, which refers to RNN. Ther
are three types of transfer functions: log-sigméidar, and
tan-sigmoid, which can be chosen to produce bedtaiits.

The data was entered into MATLAB in rows form foet
target variable and the input variables. Each reprasents
one variable and each column represent one obgmrvat
Missing values should be deleted with the corredpan
observations in the independent variables. Afteletdm,
multiplying each independent variable in MLR mobglthe
value of the corresponding coefficient is necessagpecify
the input variables in RNN structure. The framewark
constructing RNN and training is as follows.

After deletion and multiplying, the inputs varialdad
target variable should be entered into the workspac
MATLAB separately.

The inputs variable and target variable should be
imported from the workspace to neural network
toolboxes.
There are several essential requirements to perform
the RNN construction, such as determining the
training function, the number of hidden neurong] an
the transfer functions of hidden and output layers.
After constructing RNN, the complete variables befo
deletion was entered in the same way into the
workspace. In this case, the target variable's mze
1 1034, and the size of the inputs variable i§@&34.
RNN that constructed in the previous stage was used
to perform the training process again by using the
complete variables after importing them from the
workspace.
The last training process's output variable is the
estimated variable that contains the imputed migsin
values resulting from using MLR-RNN hybrid
method.

Figure (9) describes the fithess between the ngssin

values and the corresponding imputed values usihéR-M
RNN method where the missing ratio is (5%), and the
missing distribution is discrete.

Fig. 9 The fithess between the missing values ingRMd the corresponding imputed values using MLR-Rh#thod where the missing ratio is (5%) and the

missing distribution is discrete.



Figure (9) proved that the fithess between the ingss values are more fitted with the corresponding iredutalues
values in PMy and the imputed values where the missing in the hybrid MLR-RNN method's fitness. Figure (Edpws
ratio is (5%) and the missing distribution is detety using the fithess between the missing values and thesponding
the hybrid MLR-RNN method. It is better than the imputed values using MLR-RNN model where the migsin
corresponding fitness using MLR model because tissing ratio is (5%) and the missing distribution is siastee.

Fig. 10 The missing values of the original dependanable (PMg) and the imputed values using MLR-RNN method whikeemissing ratio is (5%) and the
missing distribution are successive.

Figure (10) proved that the fitness between thesimis imputed values in the hybrid MLR-RNNmethod's fitegs
values in PMy and the imputed values where the missing Figure (11) describes the fithess between the ngssalues
ratio is (5%) and the missing distribution is sissieely and the corresponding imputed values using MLR-RNN
using the hybrid MLR-RNN method. It is better thtre method where the missing ratio is (10%), and thesing
corresponding fitness by using MLR model because th distribution is discrete.
missing values are more fitted with the correspogdi

Fig. 11 The fitness between the missing valueshioRand the corresponding imputed values by using NRNMN method where the missing ratio is (10%)
and the missing distribution is discrete.

Figure (11) proved that the fitness between thesimis imputed values in the hybrid MLR-RNN method's fiéae
values in PMy and the imputed values where the missing Figure (12) describes the fithess between the ngssalues
ratio is (10%) and the missing distribution is détely using and the corresponding imputed values using MLR-RNN
the hybrid MLR-RNN method. It is better than the method where the missing ratio is (10%) and thesimis
corresponding fitness by using MLR model because th distribution is successive.
missing values are more fitted with the correspondi



Fig. 12 The missing values of the original dependanable (PMo) and the imputed values by using MLR-RNN methoeretthe missing ratio is (10%) and
the missing distribution is successively.

Figure (12) proved that the fitness between thesimis imputed values in the fybrid MLR-RNN method's fitse
values in PMy and the imputed values where the missing Figure (13) indicates the fitness between the migssalues
ratio is (10%) and the missing distribution is seagively by and the corresponding imputed values using MLR-RNN
using the hybrid MLR-RNN method. It is better thtre method where the missing ratio is (25%), and thesing
corresponding fitness by using MLR model because th distribution is discrete.
missing values are more fitted with the correspogdi

Fig. 13 The fitness between the missing valuesMhoRind the corresponding imputed values by using NRMN method where the missing ratio is (25%)
and the missing distribution is discretely.

Figure (13) proved that the fitness between thesimis imputed values in the hybrid MLR-RNN method's fgse
values in PMy and the imputed values where the missing Figure (14) shows the fithess between the missialges
ratio is (25%) and the missing distribution is détely by and the corresponding imputed values by using thd&M
using the hybrid MLR-RNN method. It iss better thidne RNN method where the missing ratio is (25%) and the
corresponding fitness by using MLR model because th missing distribution is successive.
missing values are more fitted with the correspogdi



Fig. 14 The fitness between the missing valuesMhoRaind the corresponding imputed values by using NRMN method where the missing ratio is (25%)

and the missing distribution is successive.

Figure (14) proved that the fitness between thesimis
values in PMy and the imputed values where the missing

ratio is (25%) and the missing distribution is ®gsively
using the hybrid MLR-RNN method. It is better thtre

corresponding fitness by using MLR model because th
missing values are more fitted with the correspogdi
imputed values in the hybrid MLR-RNN method's fiéee
RMSE and MAE of the results of imputing the missing

values by using the hybrid MLR-RNN method for diéfat
missing rates in two distribution methods (disdsetend
successively) are summarized as in Table 8.

TABLE VIII
SUMMARY OF THE ERRORMEASUREMENTSOF MISSING VALUES
IMPUTATION BY USING THE HYBRID MLR-RNN METHOD.

Missing
5% 10% 25%
Values

Distribution | RMSE | MAE |RMSE |MAE |RMSE |MAE

Discretely 14.0 10.7 13.4 10.3 14.0 10.4

Successively| 22.7 14.4 17.8 12.1 10.0 7.8

Table 8 shows that the results of the hybrid MLRNRN
method outperformed MLR model results because 0SEM
and MAE values of the hybrid MLR-RNN method werede
than the corresponding RMSE and MAE values of MLR

model in Table 8.

V. CONCLUSION

The imputation of missing values is essential befor

analyzing time series. The comparison between ithegsed

method and the traditional imputation methods haénb

shown that hybrid MLR-RNN outperformed the traditd
MLR method. In conclusion, the missing values in,Ptata

based on several climate independent variables tiéh
nonlinearity problem can be imputed more accuratsing
the proposed method. Therefore, imputing the migsin
values of PM, using the proposed method leads to more
accurate performance.
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